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distribution of our sample has the same shape it would have if one
could use the intrinsic flux/luminosity instead of the observed ones
(i.e. at any observed flux/luminosity the sample is dominated by
face-on objects).

(2) We extract a random object in our sample, and measure the
observed continuum luminosity LO at the line energy.

(3) We select a random disc orientation, θ , and derive a fictitious
doubly observed continuum luminosity LF = LO × cos θ , and the
analogous EWF = EW∗/ cos θ (thus ignoring the actually measured
value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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doubly observed continuum luminosity LF = LO × cos θ , and the
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value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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stringent upper limit to this effect (see Section 4.1) if it were on
top of the inclination; if it were in lieu of the inclination, the co-
incidence with the theoretical prediction (! = −3.5) would again
remain unexplained.

A final option could be to relax the assumption of isotropy we
made for the [O III] emission. This may happen if the [O III] emit-
ting clouds extend so close to the exciting nucleus as to be partly
affected by the circumnuclear torus. If this were indeed the case,
the EW at high inclination would be less than expected in our
model, and the distribution tail would become steeper (see Sec-
tion 4.3 below, where a similar scheme is discussed in connection
with the EW distribution of some broad lines). One could recover
the observed EW([O III]) distribution by assuming non-isotropy for
both line (di Serego Alighieri et al. 1997) and continuum. Once
more, we describe the angular dependence with a power law,
and call α and β the continuum and line exponent, respectively,
[FOBS([O III]) ∼ (cos θ )β , FOBS(CONT) ∼ (cos θ )α].

One finds

dN

dEW
∼ EW−

5
2 α+1−β

α−β . (6)

The observations require ! = −3.5 ± 0.1 which to first order
implies

α = 1 + 5
2
β ± 0.1 ×

(
1 + 3

2
β

)
. (7)

Only a narrow strip of values in the (α, β) plane are compatible
with the data; of these, only our preferred choice α = 1, β = 0 has
a clear-cut physical justification.

It is of course possible that the actual values of α and β differ
slightly from the ‘perfect disc’ (α = 1) and ‘perfect [O III] isotropy’
(β = 0) scenario.

It is also formally possible to assume for α and β completely
different values, as long as they satisfy equation (7). However,
such an ad hoc assumption would not correspond to any physically
plausible configuration.

4.3 The EW distribution of broad emission lines

The distributions of Fig. 3 do not show marked effects of different
isotropy degrees between broad lines and continuum, at variance
with the distribution of EW([O III]). This suggests (1) a flattened
structure of the broad-line region, in order to have (almost) the
same projection effects in both the continuum and line emission,

which would cancel out in the EW, and (2) a high optical depth of
the emission lines.

We can further speculate on the differences among the distribu-
tions of the three broad lines, with the EW(Hβ) one having the
steepest high-EW slope. This may be due to a somewhat rounder
geometry of the line-emitting region (note however that Mg II and
C IV have very different ionization levels, and in a stratified medium
should bracket the location of Hβ); or to a dependence of the emit-
ting region geometry on the source redshift/luminosity: the redshift
(and, in a flux-limited sample, the luminosity) is systematically dif-
ferent for the three broad-line samples considered here. In any case,
the (second-order) differences among the EW distributions of the
broad lines should not mask the sharp difference between all of
them and EW([O III]).

The evidence for a flattened broad-line region confirms early
suggestions (Netzer 1987; Collin-Souffrin & Dumont 1990; Wills
& Brotherton 1995; Wanders et al. 1995; Goad & Wanders 1996)
and more recent results, all based on different methods but pointing
towards the same scenario.

(i) Spectropolarimetric observations of Seyfert 1 galaxies and
quasars show distinctive features across broad emission lines which
can only be understood in terms of a rotating line-emitting disc [the
broad line region (BLR)] surrounded by a coplanar scattering region
(Smith et al. 2004; Smith et al. 2005). In same cases, asymmetries in
polarization spectra indicate that rotating winds are launched from
these discs (Young et al. 2007).

(ii) Maiolino et al. (2001) note an apparent paradox between the
expected covering factor of BLR clouds (∼30 per cent) and the fact
that the Ly-edge in absorption is never observed in quasar spectra.
This paradox can be solved if the BLR is a disc and dusty gas in the
outer parts, on the same plane, blocks observations along the lines
of sight passing through the BLR clouds.

(iii) McLure & Dunlop (2002) analysed a sample of AGNs with
black hole mass estimates from both reverberation mapping and
stellar velocity dispersion, and showed that assuming a flattened
distribution of the Hβ emitting region provides a better match be-
tween the two estimates than a spherical shape.

(iv) Jarvis & McLure (2006) found in a sample of radio-loud
quasars a strong correlation between broad-line widths and radio
spectral index (considered an orientation indicator), suggesting a
flattened shape of the broad-line region.

(v) Down et al. (2010) performed a detailed analysis of Hα pro-
files in a sample of radio-loud, high-z quasars, and found that the

Mg IIH C IVβ

Figure 3. Distributions of EW for three broad emission lines: Hβ (left), Mg II (centre) and C IV (right), with best-fitting models as described in the text and in
Table 2.
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top of the inclination; if it were in lieu of the inclination, the co-
incidence with the theoretical prediction (! = −3.5) would again
remain unexplained.

A final option could be to relax the assumption of isotropy we
made for the [O III] emission. This may happen if the [O III] emit-
ting clouds extend so close to the exciting nucleus as to be partly
affected by the circumnuclear torus. If this were indeed the case,
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distribution of our sample has the same shape it would have if one
could use the intrinsic flux/luminosity instead of the observed ones
(i.e. at any observed flux/luminosity the sample is dominated by
face-on objects).

(2) We extract a random object in our sample, and measure the
observed continuum luminosity LO at the line energy.

(3) We select a random disc orientation, θ , and derive a fictitious
doubly observed continuum luminosity LF = LO × cos θ , and the
analogous EWF = EW∗/ cos θ (thus ignoring the actually measured
value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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distribution of our sample has the same shape it would have if one
could use the intrinsic flux/luminosity instead of the observed ones
(i.e. at any observed flux/luminosity the sample is dominated by
face-on objects).

(2) We extract a random object in our sample, and measure the
observed continuum luminosity LO at the line energy.

(3) We select a random disc orientation, θ , and derive a fictitious
doubly observed continuum luminosity LF = LO × cos θ , and the
analogous EWF = EW∗/ cos θ (thus ignoring the actually measured
value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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distribution of our sample has the same shape it would have if one
could use the intrinsic flux/luminosity instead of the observed ones
(i.e. at any observed flux/luminosity the sample is dominated by
face-on objects).

(2) We extract a random object in our sample, and measure the
observed continuum luminosity LO at the line energy.

(3) We select a random disc orientation, θ , and derive a fictitious
doubly observed continuum luminosity LF = LO × cos θ , and the
analogous EWF = EW∗/ cos θ (thus ignoring the actually measured
value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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distribution of our sample has the same shape it would have if one
could use the intrinsic flux/luminosity instead of the observed ones
(i.e. at any observed flux/luminosity the sample is dominated by
face-on objects).

(2) We extract a random object in our sample, and measure the
observed continuum luminosity LO at the line energy.

(3) We select a random disc orientation, θ , and derive a fictitious
doubly observed continuum luminosity LF = LO × cos θ , and the
analogous EWF = EW∗/ cos θ (thus ignoring the actually measured
value EWO).

(4) We apply an arbitrary rejection limit in terms of doubly ob-
served continuum flux and luminosity, analogous to the one applied
to the original sample.

(5) We repeat the procedure for a large (106) number of times,
and analyse the distribution of EWF.

The result of this exercise is a distribution with a high-EW tail
dN/dEW ∼ EW" , with " = −3.50 ± 0.01. We stress again that
here we assume an intrinsic luminosity function with the same shape
as the observed one. This is fully justified, since it is straightfor-
ward to show that starting from a population with a given intrinsic
luminosity function, and assuming a random cos θ correction, the
shape of the observed luminosity function remains unchanged. This
has been also checked with our doubly observed data.

3.1 A global fit to the EW distribution

The main result of the above analysis is that, if we assume an
isotropic emission of [O III], proportional to the intrinsic disc lu-
minosity, and a random inclination of the disc with respect to the
line of sight, the observed distribution of EW([O III]) in a flux-
limited sample has a power-law tail towards high EWs with slope
" = −3.5.

A simple look at Fig. 1 shows that such a tail is indeed present.
This is our main result, to be discussed in the next section. Here
we complete the analysis looking for a global fit to the observed
distribution, which is equivalent to finding the intrinsic distribution
g(EWI).

We fitted the observed distribution by convolving g(EWI) with
the kernel describing the orientation effects, equation (3), and as-
suming for g(EWI) various modifications of Gaussian functions. In
particular, we tried three different intrinsic distributions: a single
symmetric Gaussian; an asymmetric Gaussian, with two different
widths for values higher and lower than the average, respectively,
and two symmetric Gaussians. The first model has two free param-
eters in addition to a global normalization (the average EWI and
the standard deviation σ ); the second model has three parameters
(EW∗ and the left and right standard deviations, σ L and σ R); the third
model has five parameters (EW∗

1, σ 1, EW∗
2, σ 2 and α, the relative

weight of the two distributions). In fitting the observed distribution,
we used a χ 2 minimization technique, assuming an error equal to
the square root of the number counts. The width of each bin of the
distribution is 1 Å, smaller by a factor ∼2–3 than the typical error
on single EW measurements, but large enough to have more than
15 counts in most bins, so that the use of Gaussian statistics is jus-
tified. The few bins with fewer counts have been rebinned in order
to have at least 15 counts in each bin of the fitted distribution. The
results of the fits clearly favour the two-Gaussian model (Table 1).
The main differences between the fits are in the EW range around
the distribution maximum, where a double slope change (charac-
teristic of the two-Gaussian fit) is needed to reproduce properly the
observed distribution (Fig. 1). Instead, the high-EW tail is always

Figure 1. Distribution of EW([O III]) (red histogram) and best-fitting model
(black continuous line) for a sample of 6029 SDSS quasars, as defined in the
text. The dashed blue line is a power law with slope " = −3.5 and arbitrary
normalization, shown for ease of comparison with the slope of the high-
EW tail. The continuous light green curve is the total intrinsic distribution,
obtained adding two Gaussian components (the dark green, dotted curves).
The continuous light green and black curves have the same normalization.

Table 1. Best-fitting parameters for the three models discussed in
the text, consisting of the convolution of a power law with slope " =
−3.5 with three different intrinsic distributions: a single symmetric
Gaussian in Model 1, a single asymmetric Gaussian in Model 3, two
symmetric Gaussians in Model 3.

Parameter Model 1 Model 2 Model 3

EW∗(Å) 7.9 ± 0.4 7.1 ± 0.3 8.0 ± 0.3
σ (Å) 8.5 ± 1 4.7 ± 0.2 4 ± 0.3
EW∗

2(Å) – – 17 ± 1
σ 2(Å) – 9 ± 1 11 ± 0.8
αa – – 0.67 ± 0.01
χ2/d.o.f. 193/60 126/59 46/57

aIn Model 3, the parameter α is the relative weight of the first Gaus-
sian, i.e. α = N1/(N1+N2), where N1 and N2 are the normalizations
of the two Gaussians.

well fitted by a " = −3.5 slope, and does not depend on the details
of the intrinsic distribution. This is clear from a visual inspection
of Fig. 1, where it is shown that the intrinsic distribution has an
exponential drop at EW ∼ 20–30 Å, and the tail at higher EW is
entirely due to projection effects. This effect is even stronger for the
single-peaked models, which have a narrower intrinsic distribution
(Table 1). Summarizing, the results of the global fit demonstrate that:
(1) an intrinsic distribution of EW([O III]), declining exponentially
at high EWs, cannot reproduce the observed distribution, due to a
prominent high-EW power-law tail; (2) the tail of the distribution is
completely explained by disc projection effects, independently of
the detailed shape of the intrinsic distribution; (3) statistically, an
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IR (torus) SEDs 

larger family of angular distributions of the form N T (!) ¼
N 0 exp (" !/"j jm), withm a free parameter. In this family,m ¼ 2
is the Gaussian, and as m increases the transition region around
! ¼ " becomes steeper. Generally, ‘‘softer’’ distributions with
mP 10 show behavior similar to the Gaussian, while those with
larger m produce results similar to the sharp-edge geometry.

The SED dichotomy produced by sharp boundaries conflicts
with observations. Alonso-Herrero et al. (2003) studied the 0.4Y
16 #m nuclear emission from a complete sample of 58 Seyfert
galaxies, selected from the CfA sample. In a comparison with
theoretical models, Alonso-Herrero et al. (2003) point out that a
common prediction of all smooth-density models is a dichotomy
of SED between type 1 and 2, similar to the one displayed in
Figure 3 (top), and that such a dichotomy is not observed in their
sample; the dichotomy is present even in model geometries with
soft edges because the exp ("$) attenuation factor varies rapidly,
resulting in a sharp transition around $ # 1 between dusty and
dust-free viewing. As is evident from Figure 3 (bottom), this
SED dichotomy problem is solved by soft-edge clumpy tori.
Therefore, in the following we consider only Gaussian angular
distributions.

3.2. Observations and Model Parameters

As discussed in the Introduction, torus IR observations are
hampered by uncertainties that are partially alleviated by consid-
ering composite spectra. Figure 4 shows compilations of type 1
and type 2 data and some representative models, updating a sim-
ilar figure presented in Nenkova et al. (2002). The type 1 data

additionally include the recent Spitzer composite spectra from
Hao et al. (2007) and Netzer et al. (2007). The close agreement
between these two SEDs in their common spectral region, k ¼
5Y38 #m, indicates that they may have captured the torus emis-
sion in outline, if not in details. The upturn around 60 #m in the
Netzer et al. spectrum likely reflects the transition to starburst
dominance. To ensure the smallest possible apertures in type 2
sources, the data for individual objects are mostly limited to
ground-based and Hubble Space Telescope observations. The
data in both panels of this figure display the general character-
istics that have to be reproduced by the same models in pole-on
and edge-on viewing. The updated models plotted with the data
differ from the original ones in Nenkova et al. (2002) in three
significant ways: (1) the optical properties of the silicate com-
ponent of the dust are taken from the tabulation for ‘‘cool’’ sili-
cates in Ossenkopf et al. (1992) instead of the Draine & Lee
(1984) dust; (2) the clouds angular distribution is Gaussian rather
than sharp edged; and (3) the torus radial thickness Y is 30 instead
of 100. As is evident from the figure, the model spectra are gen-
erally in reasonable agreement with the data.

We produced a large number of models for various param-
eter sets,4 and we now present model results and discuss their

Fig. 3.—Model spectra for a torus of clouds, each with optical depth $V ¼ 60.
Radial distribution with q ¼ 1 out to Y ¼ 30, withN 0 ¼ 5 clouds along radial
equatorial rays (see eq. [2]). The angular distribution is sharp edged in the top
panel, and Gaussian in the bottom one (cf. Fig. 1); both have a width parameter
" ¼ 45$. Different curves show viewing angles that vary in 10$ steps from pole-on
(i ¼ 0$) to edge-on (i ¼ 90$). Fluxes scaled with FAGN ¼ L/4%D2.

Fig. 4.—Observations of type 1 and type 2 sources compared with clumpy
torus model spectra. The type 1 composite data are from Sanders et al. (1989),
Elvis et al. (1994), Hao et al. (2007), and Netzer et al. (2007). The type 2 data are
from the following sources: (a) Mason et al. (2006); (b) various observations with
aperture%0.500 listed inMason et al. (2006); (c) Alonso-Herrero et al. (2003); and
(d ) Prieto et al. (2004). In the model calculations, plotted with broken lines, each
cloud has optical depth $V ¼ 30. Other parameters are " ¼ 30$, q ¼ 0Y3, as
marked, Y ¼ 30, andN 0 ¼ 5. The angular distribution in this and all subsequent
figures is Gaussian. The models in the top panel are for pole-on viewing (i ¼ 0$),
and those in the bottom panel are for edge-on viewing (i ¼ 90$).

4 Tabulations of all the models discussed here, as well as many additional
cases, are available at http://www.pa.uky.edu /clumpy/.

AGN DUSTY TORI. II. OBSERVATIONAL IMPLICATIONS 163No. 1, 2008

Nenkova et al.(2008) 

low 
EW[OIII] 

high 
EW[OIII] 



0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
log(h)

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

lo
g(
h*

 f h
)

(1<6)Å

(6<12)Å

(12<25)Å

(25<50)Å

(50<100)Å

(100<250)Å

Susanna Bisogni, AGN11 Trieste 23-26 September 2014 

IR (torus) SEDs 

high 
EW[OIII] 

low 
EW[OIII] 



Susanna Bisogni, AGN11 Trieste 23-26 September 2014 

FeII and EV1 

EIGENVECTOR 1 
Boroson&Green (1992) 

Hß-[OIII] 

Face-on 

Edge-on 

(1-6)Å 

(100-250)Å (50-100)Å (25-50)Å 

(12-25)Å (6-12)Å 



	  	  	  	  	  	  	  	  Star(ng	  points	  
Method	  

Spectral	  Evidences	  

Conclusions	  



Conclusions 

* Behaviours of both narrow and broad lines components 

* Eigenvector 1 

* Torus emission 

PERSPECTIVES 

* Better understanding of Unified Model components 

* Corrections in BH virial masses estimations 

geometry and kinematics 
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∆EWoss (Å) (1− 6) (6− 12) (12− 25) (25− 50) (50− 100) (100− 250)
EWoss (Å) 3.0 9.0 18.5 38.5 75.0 175.0
cos θ 0.90 0.91 0.88 0.61 0.30 0.13
θ (◦) 25.5 25.1 28.1 52.1 72.5 82.6

Table 1: Central values (EWoss) of the ranges (∆EWoss) in which the SDSS sample was divided in paper2; for these values
the cos θ probability distribution has been computed and the corresponding mean values (cos θ and θ) has been evaluated.

Fig. 1.— cos θ probability distribution at fixed EWoss.
At low observed EW the probability of a low inclination
angle is greater (or the probability to have a cos θ close to
1 is greater) than that for an high inclination angle; even
so the last one is not zero even for θ ∼ π/2. On the other
hand for high EW the probability distribution gets more
and more peaked and the maximum is found increasingly
close to π/2.

very similar and close to ∼ 25◦, corresponding to
near face-on positions; going toward higher EWs,
so getting rid of the influence of intrinsic distribu-
tion, the mean inclination angle increases and we
can get more information about the source orien-
tation with respect to the line of sight.

In an ideal situation in which it would be possi-
ble to remove the effect of the EW intrinsic distri-
bution from the observed one, a measurement of
the observed EW would allow us to surely predict
the inclination of the source. In the realistic case
this is not feasible; in the case of highly inclinated
sources it is however possible to get information
about the source orientation. The importance of
this relation lies then in the chance of studying
the emissions, and therefore the morphology of

EW ∗
1 (Å) 8.0± 0.3

σ1 (Å) 4± 0.3
EW ∗

2 (Å) 17± 1
σ2 (Å) 11± 0.8
α 0.67± 0.01

Table 2: Best parameters values for the double gaussian
EW([OIII]) intrinsic distribution as reported in paper1.
EW ∗

1 , EW ∗
2 , σ1 and σ2 represent respectively mean value

and standard deviation for the two gaussians; α is the rela-
tive weight of the first gaussian in the intrinsic distribution,
that is α = N1/(N1+N2), with N1 and N2 normalizations
of the two gaussians.

the emitting regions, in the light of our position
with respect to the source axis, inquiring on the
innermost, not resolved AGN structures.

Furthermore having a knowledge of the source
orientation enables us to apply corrections to the
virial BH mass estimation: source orientation, due
to the disk-like shape of the BLR, has as a main
effect to reduce the width of emission lines broad
components by a factor sin θ going from edge-on
to face-on positions, producing this way an un-
derestimate in the BH virial masses in all but the
edge-on sources.

This kind of correction will moreover lead to a
better calibration of the RBLR − L relation, re-
ducing its dispersion and allowing a considerable
improvement in single epoch mass determinations.
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FWHM(H_ broad) < EW[OIII]
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