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Overview: the concordance ΛCDM model  
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timation method in its entirety, but it should be equally
valid.

7.3. Comparison to other results

Figure 35 compares our results from Table 3 (modeling
approach) with other measurements from galaxy surveys,
but must be interpreted with care. The UZC points may
contain excess large-scale power due to selection function
effects (Padmanabhan et al. 2000; THX02), and the an-
gular SDSS points measured from the early data release
sample are difficult to interpret because of their extremely
broad window functions. Only the SDSS, APM and angu-
lar SDSS points can be interpreted as measuring the large-
scale matter power spectrum with constant bias, since the
others have not been corrected for the red-tilting effect
of luminosity-dependent bias. The Percival et al. (2001)
2dFGRS analysis unfortunately cannot be directly plotted
in the figure because of its complicated window functions.

Figure 36 is the same as Figure 35, but restricted to a
comparison of decorrelated power spectra, those for SDSS,
2dFGRS and PSCz. Because the power spectra are decor-
related, it is fair to do “chi-by-eye” when examining this
Figure. The similarity in the bumps and wiggles between

Fig. 35.— Comparison with other galaxy power spectrum measure-
ments. Numerous caveats must be borne in mind when interpreting
this figure. Our SDSS power spectrum measurements are those from
Figure 22, corrected for the red-tilting effect of luminosity dependent
bias. The purely angular analyses of the APM survey (Efstathiou
& Moody 2001) and the SDSS (the points are from Tegmark et al.
2002 for galaxies in the magnitude range 21 < r∗ < 22 — see also
Dodelson et al. 2002) should also be free of this effect, but rep-
resent different mixtures of luminosities. The 2dFGRS points are
from the analysis of HTX02, and like the PSCz points (HTP00) and
the UZC points (THX02) have not been corrected for this effect,
whereas the Percival et al. 2dFGRS analysis should be unafflicted
by such red-tilting. The influential PD94 points (Table 1 from Pea-
cock & Dodds 1994), summarizing the state-of-the-art a decade ago,
are shown assuming IRAS bias of unity and the then fashionable
density parameter Ωm = 1.

Fig. 36.— Same as Figure 35, but restricted to a comparison
of decorrelated power spectra, those for SDSS, 2dFGRS and PSCz.
The similarity in the bumps and wiggles between the three power
spectra is intriguing.

Fig. 37.— Comparison of our results with other P (k) constraints.
The location of CMB, cluster, lensing and Lyα forest points in this
plane depends on the cosmic matter budget (and, for the CMB,
on the reionization optical depth τ), so requiring consistency with
SDSS constrains these cosmological parameters without assumptions
about the primordial power spectrum. This figure is for the case of a
“vanilla” flat scalar scale-invariant model with Ωm = 0.28, h = 0.72
and Ωb/Ωm = 0.16, τ = 0.17 (Spergel et al. 2003; Verde et al. 2003,
Tegmark et al. 2003b), assuming b∗ = 0.92 for the SDSS galaxies.

WMAP 3yr

Spergel et al. ‘06
Tegmark et al. ‘03

76%
Dark Energy 20%

(ΩM ,ΩΛ,Ωb, h,σ8, ns) ≈ (0.24, 0.76, 0.04, 0.73, 0.74, 0.95)



What are the Goals?

• Self-consistent model of galaxy formation 
(disk & bulge), and BH formation

• How did gas transform into stars?

• Can we build a model that is consistent with 
low-z & high-z observations?

• Does the hierarchical cold dark matter 
model work?

 



What We Derive

• Star Formation Rate:
• Disk, Bulge Formation Rate:
• Stellar Mass Density:
• Luminosity Density:
• EBL (optical-IR, X-rays):
• BH formation rate:
• colors, etc....
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Three Independent 
Approaches

High-z Observations
(HDF, UDF, Spitzer, ...)

Universe as a Light-cone

Local Observations
(SDSS, 2dF, ...)

Fossil Information
(color, metallicity, lum density, ...)

THEORY
Numerical simulations,
Semi-analytic models

Hierarchical CDM model

“Fossil Model”



Approach I
High-z Observation

Universe as a Time-Machine
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• 3 major uncertainties:
• dust extinction
• faint-end of LF (flux limit)
• IMF



Updated “Madau” Plot

Extinction uncorrected:
[erg s−1 Hz−1] [M! yr−1]

ρUV = 8.0 × 10
27

SFR

Extinction corrected:
Extinction Correction:

z<2:  x2.7
z>2:  x4.7 

(Madau+ ‘98)

(Steidel+ ‘99)

Salpeter IMF

E(B-V)~0.15



Approach II
Local Observation

The Fossil Model
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Delayed Exponential 
Model

– 35 –

Fig. 1.— Star formation histories of delayed exponential decay model ρ̇∗ =
A (t/τ) exp(−t/τ) as functions of cosmic time (panel a) and redshift (panel b). The nor-

malization A is adjusted so that the integral of the SFR is
∫ t0
0 ρ̇∗dt/ρcrit = 0.004 for all cases.

With the final recycling fraction of R " 0.5 for the Chabrier IMF, this would correspond
to the actual stellar mass density Ω!(z = 0) ≈ 0.002. The lines are for τ = 0.1 Gyr (black

long-dashed), 1 (magenta dotted), 2 (navy solid), 3 (cyan dashed), 5 (green dot-dashed),
10 Gyrs (red long-short-dashed). The blue thick solid line is the composite two population

model of τ = 1.5 Gyr and 4.5 Gyr (the adopted ‘Fossil’ model) as described in Section 2.

redshift
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Fig. 1.— Star formation histories of delayed exponential decay model ρ̇∗ =
A (t/τ) exp(−t/τ) as functions of cosmic time (panel a) and redshift (panel b). The nor-

malization A is adjusted so that the integral of the SFR is
∫ t0
0 ρ̇∗dt/ρcrit = 0.004 for all cases.

With the final recycling fraction of R " 0.5 for the Chabrier IMF, this would correspond
to the actual stellar mass density Ω!(z = 0) ≈ 0.002. The lines are for τ = 0.1 Gyr (black

long-dashed), 1 (magenta dotted), 2 (navy solid), 3 (cyan dashed), 5 (green dot-dashed),
10 Gyrs (red long-short-dashed). The blue thick solid line is the composite two population

model of τ = 1.5 Gyr and 4.5 Gyr (the adopted ‘Fossil’ model) as described in Section 2.

cosmic time
Big BangPresent

τ = 0.1 Gyr

τ = 10 Gyr



2-Component Galaxies
– 36 –

Fig. 2.— Panel (a): Color-color diagram in u−g vs. g−r plane. The three lines connecting the symbols are

the results of the delayed exponential decay models with Chabrier IMF for different metallicities: Z/Z! = 0.2

(black open squares), 1.0 (blue solid triangles), and 2.5 (red open triangles), with τ varying along the line from

top to bottom as indicated in the legend. Each symbol indicate the colors of each model at the age equal

to the current age of the universe (t = 13.5 Gyrs). The contour shows the color distribution for the SDSS

galaxies taken from Fig.7 of Blanton et al. (2003b). Panel (b): The same figure showing the histograms of

the number distribution of SDSS galaxies projected onto each axis, with Gaussian distributions determined

by eye-ball fitting. The two dotted boxes indicate the location of the two peaks of the histogram, with

the widths corresponding to the dispersions of the fitted Gaussian. The two filled stars indicate the bulge

component (τ = 1.5 Gyr, Z/Z! = 1.5) and the disk component (τ = 4.5 Gyr, Z/Z! = 0.8) of the ‘Fossil’

model.

Population synthesis model: 
Bruzual & Charlot  (2003)

– 36 –

Fig. 2.— Panel (a): Color-color diagram in u−g vs. g−r plane. The three lines connecting the symbols are

the results of the delayed exponential decay models with Chabrier IMF for different metallicities: Z/Z! = 0.2

(black open squares), 1.0 (blue solid triangles), and 2.5 (red open triangles), with τ varying along the line from

top to bottom as indicated in the legend. Each symbol indicate the colors of each model at the age equal

to the current age of the universe (t = 13.5 Gyrs). The contour shows the color distribution for the SDSS

galaxies taken from Fig.7 of Blanton et al. (2003b). Panel (b): The same figure showing the histograms of

the number distribution of SDSS galaxies projected onto each axis, with Gaussian distributions determined

by eye-ball fitting. The two dotted boxes indicate the location of the two peaks of the histogram, with

the widths corresponding to the dispersions of the fitted Gaussian. The two filled stars indicate the bulge

component (τ = 1.5 Gyr, Z/Z! = 1.5) and the disk component (τ = 4.5 Gyr, Z/Z! = 0.8) of the ‘Fossil’

model.

SDSS galaxies
(Blanton+ ‘03)

Delayed exponential models

Disk: 
Bulge:

τ = 4.5 Gyr

τ = 1.5 Gyr Z/Z! = 1.5

Z/Z! = 0.8



Properties of 
the Fossil Model

(A,  τ,  Z)ρ̇! = A

(
t

τ

)
exp
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)
,

3-params set to 
local observation

– 25 –

Table 2. Properties of the Fossil model at z = 0

Population Ω! τ a Z/Z!
b 〈tage〉 c u − g g − r (M!/LB) d (M!/Lr) e (M!/LK) f

Bulge 0.00115 1.5 1.5 10.5 1.78 0.84 5.27 3.01 0.81
Disk 0.00083 4.5 0.8 7.0 0.94 0.43 1.13 1.11 0.52

a Characteristic time-scale in units of Gyr [defined in Equation (1)].

b Metallicity (Z! = 0.02).

c Mean age of stars in units of Gyr.

d−f Stellar-mass-to-light ratio in solar units for the B, r, K-bands and the Chabrier IMF
(0.01 − 100 M!). Stellar masses include the remnants.



Approach III
Theory

Numerical Simulations, 
Semi-analytic Models



Theoretical Models

1. Cosmological Hydrodynamic Simulation  
Eulerian mesh code `TIGER’ (Cen, Nagamine, & Ostriker ‘05)

2. Hernquist & Springel (‘03) model (H&S model) 

3. Semi-analytic model (SA model)                     
(e.g. Kauffmann+ ‘93; Somerville+ ‘01; Cole+ ‘01, etc....)



Model Universe

gas density stars

temperature metal

dark matter

Nagamine, Cen, Ostiker (2004)



Cosmological Hydro 
Simulation

δ > δc

mgas > mJeans

tcool < tdyn

∇ · !v < 0

Four criteria
for SF

in a cell

(overdense)
(converging flow)

(Jeans unstable)

(cooling fast)

∆m! = c!

mgas

t!
∆t

t! = max(tcool, tdyn)
(m!, tform, Z/Z!)

Each star ptcl is 
tagged w/ 



H&S model

Star formation in a !CDM universe 327
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Figure 10. Evolution of the comoving cosmic star formation rate density in all of our simulations on a common plot. Individual runs are labelled at the bottom.
It is seen that the collection of runs forms a common ‘envelope’, with each simulation of low mass-resolution eventually breaking away from the envelope at
sufficiently high redshift. A simulation may also underpredict the cosmic star formation density when its volume is too small to resolve a fair sample of the
high end of the mass spectrum of haloes expected at the given epoch. This is the case for the Z-series at ‘low’ redshifts of z < 15. At these epochs, the star
formation is dominated by the rarest massive objects, of which the Z-series does not contain a proper number. Interestingly, the common envelope formed by
the simulations is very well reproduced if we multiply our measurement for the average star formation rate in haloes of a given mass, s(M, z) = 〈Ṁ"〉/M , with
the Sheth & Tormen mass function, and integrate the resulting multiplicity function to obtain ρ̇"(z). This result is shown as the bold line, and may be viewed as
our prediction for the star formation history, corrected for incomplete sampling of the halo mass function. The dotted line shows the result of this computation
if the Press & Schechter mass function is used instead at high redshift.

In our model, the star formation rate peaks in the redshift range
z ∼ 5–6. This is substantially higher than the peak at z ∼ 1–2 sug-
gested by the early work of Madau et al. (1996), a result which,
however, was probably severely affected by dust corrections un-
known at the time. The newer high-redshift points of Steidel et al.
(1999) and Hughes et al. (1998) actually appear to be consistent
with our prediction. Also, our simulations are in good agreement
with data for the Local Universe from Gallego et al. (1995) and
Treyer et al. (1998), but not Gronwall (1999).

However, if we assume that all the data points are unbiased, our
result seems low compared with the ‘average’ at redshifts around
z ∼ 1. These high observational results at z ∼ 1 suggest a very
rapid decline of the star formation rate towards the present epoch.
For example, Hogg (2001) analysed the diverse set of available data
from the literature and estimates ρ̇" ∝ (1 + z)β with β = 3.1 ± 0.7.
Such a steep evolution was first suggested by Lilly et al. (1996),
based on an analysis of the Canada–France redshift survey. Our
model prediction clearly evolves more slowly than this estimate.

On the other hand, the more gradual decline of star formation
found by us is in better agreement with the result of Cowie et al.
(1999). Recently, this group has been able to substantially increase
their observational sample of multicolour data and spectroscopic
redshifts from the Hawaii Survey Fields and the Hubble Deep Field,
allowing a selection based on rest-frame UV up to a redshift of z =
1.5. Wilson et al. (2002) confirm a shallow evolutionary rate of (1 +
z)1.7±1.0 over this redshift range from this new data. We think our
results for the star formation history are broadly consistent with the
data, given the current level of uncertainty in the observational de-
terminations. Note that a proper treatment of metal-line cooling has
the potential to increase our star formation estimate at low redshift,
as discussed by Hernquist & Springel (2002). This could eliminate
a potential deficit of star formation at low redshift in our model if
future observational improvements confirm this suggestion of the
present data.

It is also interesting to compare our prediction with other theoret-
ical studies of the cosmic star formation history. Baugh et al. (1998)

C© 2003 RAS, MNRAS 339, 312–334
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growth of the halo mass function, which exhibits an expo-
nential cut-off for large masses.

Based on a more thorough study of these ideas, which
will be discussed in detail below, an improved fit of the form

ρ̇! = ρ̇!(0)
χ2

1 + α(χ − 1)3 exp (βχ7/4)
(2)

can be obtained. Here, the redshift evolution of ρ̇! is conve-
niently captured by defining the abbreviation

χ(z) ≡
[

H(z)

H0

] 2
3

, (3)

and where α = 0.012, β = 0.041, and ρ̇!(0) =
0.013 M!yr−1Mpc−1 are introduced as fitting parameters.
We find that equation (2) provides an excellent fit to our
simulations, and, in particular, is better than equation (1).
This is seen in Figure 1, where we compare equations (1)
and (2) to our composite simulation result.

At low redshift, we see that equation (2) reduces to
ρ̇! ∝ H(z)4/3, while the origin of the high-redshift scaling
ρ̇! ∝ χ−1 exp(−βχ7/4) that we adopted in our fitting func-
tion, is not immediately obvious. In fact, we have chosen
this form based on a detailed analytic argument which we
will present in the next section. This will also elucidate the
dependence of the shape of the star formation history on cos-
mological parameters, and on the physics of star formation
and feedback.

3 PHYSICAL BASIS FOR THE COSMIC STAR

FORMATION HISTORY

3.1 Basic equations

Provided that star formation occurs only in dark matter
halos, we can compute the cosmic star formation rate density
as an integral over the multiplicity function of halos, g(M,z),
multiplied by the average normalised star formation rate
s(M, z) =

〈
Ṁ!

〉
/M of halos of a given mass M . This can

be written as

ρ̇!(z) = ρ0

∫
g(M, z) s(M, z) dlogM, (4)

where we term the integrand the “multiplicity function of
star formation” (Springel & Hernquist, 2002b) and where
ρ0 ≡ 3Ω0H

2
0/(8πG).

The halo multiplicity function g(M,z) can be defined
as

g(M,z) =
dF

dlogM
, (5)

where F (M,z) is the fraction of mass bound in halos less
massive than M . Often, F (M, z) is approximated by the
Press & Schechter (1974) mass function, which is known to
provide a reasonable parameterisation of the evolution of
halo abundance in CDM cosmologies. The Press-Schechter
mass function can be written as

F (M, z) = erf

[
δc√

2σ(M, z)

]
, (6)

where the function σ(M, z) describes the linearly extrapo-
lated rms-fluctuations in top-hat spheres of size equal to an

enclosed background mass M . For the threshold parameter
δc, we adopt the canonical value δc = 1.686.

Recent studies have shown that there are slight devia-
tions between the Press-Schechter mass function with the re-
sults of high-resolution collisionless simulations of structure
formation, particularly at high mass-scales, and around the
exponential turn-off. However, Sheth & Tormen (1999, 2002)
have derived an improved parameterisation of the mass func-
tion by generalising the excursion set formalism to allow for
ellipsoidal collapse. We can rewrite their result in an inte-
grated form as

F (M,z) = A

[
erf

(√
aδc√
2σ

)
+

1√
23/5π

Γ̃

(
1
5
,
aδ2

c

2σ2

)]
, (7)

where a = 0.707, A = [1 + Γ(1/5)/
√

23/5π]−1 = 0.3222, and
Γ̃ is the lower incomplete gamma function,

Γ̃(a, x) =

∫ x

0

ta−1 exp(−t) dt. (8)

The Sheth & Tormen mass function has been tested over a
large dynamic range in mass and provides an accurate de-
scription of numerical results (Jenkins et al. 2001). In what
follows, we prefer the Sheth & Tormen mass function for
this reason, but will also employ the Press-Schechter form
for comparison and because it works very well at high red-
shift (Jang-Condell & Hernquist, 2001).

The evolution of σ(M,z) determines the evolution of
the mass function. In linear theory, we have

σ2(M, z) = D2(z)

∫ ∞

0

dk
2π2

k2P (k)

[
3j1(kR)

kR

]2

, (9)

where D(z) is the linear growth factor, normalised to unity
at the present time, and P (k) is the linear power spectrum.
The growth factor D(z) can be computed from

D(z) = D0H(z)

∫ ∞

z

(1 + z′)dz′

H3(z′)
, (10)

using the Hubble constant

H(z) = H0

[
Ωm(1 + z)3 + (1 − Ωm − ΩΛ)(1 + z)2 + ΩΛ

]1/2

and adjusting the normalisation constant D0 such that
D(0) = 1.

For the purposes of this analysis, we define halos of
virial mass M to be spheres of radius R that enclose a char-
acteristic overdensity of 200 with respect to the critical den-

sity. For each halo, we define a virial velocity

V 2
vir ≡ GM

R
. (11)

We can then express the mass and virial radius as

M =
V 3

vir

10GH(z)
, R =

Vvir

10H(z)
. (12)

We further define the halo’s virial temperature as

Tvir =
µ
2k

V 2
vir % 36 K

(
Vvir

km s−1

)2

, (13)

where µ % 0.6 mp is the mean molecular weight. Note that
Tvir is a function only of circular velocity. The virial tem-
perature of a halo of given mass M at redshift z is hence
given by
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growth of the halo mass function, which exhibits an expo-
nential cut-off for large masses.

Based on a more thorough study of these ideas, which
will be discussed in detail below, an improved fit of the form

ρ̇! = ρ̇!(0)
χ2

1 + α(χ − 1)3 exp (βχ7/4)
(2)

can be obtained. Here, the redshift evolution of ρ̇! is conve-
niently captured by defining the abbreviation

χ(z) ≡
[

H(z)

H0

] 2
3

, (3)

and where α = 0.012, β = 0.041, and ρ̇!(0) =
0.013 M!yr−1Mpc−1 are introduced as fitting parameters.
We find that equation (2) provides an excellent fit to our
simulations, and, in particular, is better than equation (1).
This is seen in Figure 1, where we compare equations (1)
and (2) to our composite simulation result.

At low redshift, we see that equation (2) reduces to
ρ̇! ∝ H(z)4/3, while the origin of the high-redshift scaling
ρ̇! ∝ χ−1 exp(−βχ7/4) that we adopted in our fitting func-
tion, is not immediately obvious. In fact, we have chosen
this form based on a detailed analytic argument which we
will present in the next section. This will also elucidate the
dependence of the shape of the star formation history on cos-
mological parameters, and on the physics of star formation
and feedback.

3 PHYSICAL BASIS FOR THE COSMIC STAR

FORMATION HISTORY

3.1 Basic equations

Provided that star formation occurs only in dark matter
halos, we can compute the cosmic star formation rate density
as an integral over the multiplicity function of halos, g(M,z),
multiplied by the average normalised star formation rate
s(M, z) =

〈
Ṁ!

〉
/M of halos of a given mass M . This can

be written as

ρ̇!(z) = ρ0

∫
g(M, z) s(M, z) dlogM, (4)

where we term the integrand the “multiplicity function of
star formation” (Springel & Hernquist, 2002b) and where
ρ0 ≡ 3Ω0H

2
0/(8πG).

The halo multiplicity function g(M,z) can be defined
as

g(M,z) =
dF

dlogM
, (5)

where F (M,z) is the fraction of mass bound in halos less
massive than M . Often, F (M, z) is approximated by the
Press & Schechter (1974) mass function, which is known to
provide a reasonable parameterisation of the evolution of
halo abundance in CDM cosmologies. The Press-Schechter
mass function can be written as

F (M, z) = erf

[
δc√

2σ(M, z)

]
, (6)

where the function σ(M, z) describes the linearly extrapo-
lated rms-fluctuations in top-hat spheres of size equal to an

enclosed background mass M . For the threshold parameter
δc, we adopt the canonical value δc = 1.686.

Recent studies have shown that there are slight devia-
tions between the Press-Schechter mass function with the re-
sults of high-resolution collisionless simulations of structure
formation, particularly at high mass-scales, and around the
exponential turn-off. However, Sheth & Tormen (1999, 2002)
have derived an improved parameterisation of the mass func-
tion by generalising the excursion set formalism to allow for
ellipsoidal collapse. We can rewrite their result in an inte-
grated form as

F (M,z) = A

[
erf

(√
aδc√
2σ

)
+

1√
23/5π

Γ̃

(
1
5
,
aδ2

c

2σ2

)]
, (7)

where a = 0.707, A = [1 + Γ(1/5)/
√

23/5π]−1 = 0.3222, and
Γ̃ is the lower incomplete gamma function,

Γ̃(a, x) =

∫ x

0

ta−1 exp(−t) dt. (8)

The Sheth & Tormen mass function has been tested over a
large dynamic range in mass and provides an accurate de-
scription of numerical results (Jenkins et al. 2001). In what
follows, we prefer the Sheth & Tormen mass function for
this reason, but will also employ the Press-Schechter form
for comparison and because it works very well at high red-
shift (Jang-Condell & Hernquist, 2001).

The evolution of σ(M,z) determines the evolution of
the mass function. In linear theory, we have

σ2(M, z) = D2(z)

∫ ∞

0

dk
2π2

k2P (k)

[
3j1(kR)

kR

]2

, (9)

where D(z) is the linear growth factor, normalised to unity
at the present time, and P (k) is the linear power spectrum.
The growth factor D(z) can be computed from

D(z) = D0H(z)

∫ ∞

z

(1 + z′)dz′

H3(z′)
, (10)

using the Hubble constant

H(z) = H0

[
Ωm(1 + z)3 + (1 − Ωm − ΩΛ)(1 + z)2 + ΩΛ

]1/2

and adjusting the normalisation constant D0 such that
D(0) = 1.

For the purposes of this analysis, we define halos of
virial mass M to be spheres of radius R that enclose a char-
acteristic overdensity of 200 with respect to the critical den-

sity. For each halo, we define a virial velocity

V 2
vir ≡ GM

R
. (11)

We can then express the mass and virial radius as

M =
V 3

vir

10GH(z)
, R =

Vvir

10H(z)
. (12)

We further define the halo’s virial temperature as

Tvir =
µ
2k

V 2
vir % 36 K

(
Vvir

km s−1

)2

, (13)

where µ % 0.6 mp is the mean molecular weight. Note that
Tvir is a function only of circular velocity. The virial tem-
perature of a halo of given mass M at redshift z is hence
given by
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Dark matter halo merger tree
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of the primordial gas, so the metallicity dependence of cool-
ing rate only slightly affects our results. In order to avoid the
formation of unphysically large galaxies, the cooling process
is applied only to halos with Vcirc ≤ Vcut =250 km s!1. This
manipulationwould be needed, because the simple isothermal
distribution forms so-called “monster galaxies” due to too ef-
ficient cooling at the center of halos. While Cole et al. (2000)
adopted another isothermal distribution with central core in-
stead of such a simple cutoff of the cooling and Benson et al.
(2003b) considered some additional mechanisms such as the
heating of hot gas by SNe and by heat conduction from out-
side as well as its removal by superwinds from halos, we take
the above simple approach. The value of Vcut is rather small
compared with our previous paper and other SAMs. This is
caused by our assumption that invisible stars have negligible
fraction, which is introduced to darken luminosity of galaxies
(§§2.6). This smaller value of Vcut makes the color of large
galaxies less red, which shows up on a bright portion of the
color-magnitude relation of elliptical galaxies (§§5.5).
Stars in disks are formed from the cold gas. The SF rate

(SFR) Ṁ∗ is given by the cold gas mass Mcold and a SF

timescale τ∗ as Ṁ∗ = Mcold/τ∗. Now we consider two SF
models. One is a constant star formation (CSF), in which τ∗
is constant against redshift. Another is a dynamical star for-
mation (DSF), in which τ∗ is proportional to the dynamical
timescale of the halo, which allows for the possibility that the
SF efficiency is variable with redshift. We then express these
SF timescales as

τ∗ =




τ 0∗ [1+β(Vcirc)] (CSF),

τ 0∗ [1+β(Vcirc)]

[
τdyn(z)

τdyn(0)

]
(1+ z)σ (DSF),

(7)

where τ 0∗ and σ are free parameters, and β indicates the ratio
of the SF timescale to the reheating timescale by the SN feed-
back defined by equation (9) (see below). Pure DSF occurs
when σ = 0. Because the timescale of cold gas consumption
is equal to τ∗/(1+β!R), whereR is the returnedmass fraction
from evolved stars (R = 0.25 in this paper), the mass fraction
of cold gas in galaxies that is nearly constant against their
magnitude is automatically adjusted by multiplying (1 + β).
Hence the parameter α∗ originally introduced by Cole et al.
(1994) is eliminated by introducing the factor (1 + β). The
parameter τ 0∗ is so chosen as to match the mass fraction of
cold gas with the observed fraction (see §3). Thereby the
SF-related parameters are constrained according to Cole et al.
(2000). Since not all of cold gas might be observed, the ob-
served data give a lower limit to mass fraction of cold gas.
Figure 2 shows the redshift dependence of SF timescale for

the four SF models of CSF (dot-dashed line), DSF0 (σ = 0;
solid line), DSF1 (σ = 0.5; dotted line) and DSF2 (σ = 1;
dashed line). Objects, which collapse at higher redshift, have
higher density and therefore shorter dynamical timescale. Ev-
idently, the DSF with smaller σ gives more rapid conversion
of cold gas into stars, compared with the CSF. The four SF
models predict different mass fraction of cold gas at high red-
shift, leading to quite different characteristics of dwarf galax-
ies. This indicates, as will be clarified later, that the redshift
dependence of SF timescale can be constrained particularly
from observed structures and photometric properties of dwarf
galaxies.
Massive stars explode as Type II SNe and heat up the sur-

rounding cold gas. This SN feedback reheats the cold gas at a

rate of Ṁreheat =Mcold/τreheat, where the timescale of reheating

FIG. 2.— Star formation timescales τ∗ as a function of redshift z in a
ΛCDM model. The timescale is normalized to unity at the present epoch.
The dot-dashed line represent the constant SF model (CSF). The solid, dotted
and dashed lines represent the variants of dynamical SF model with σ = 0
(DSF0), 0.5 (DSF1) and 1 (DSF2), respectively, according to the prescrip-
tions in equation 7.

is given by

τreheat =
τ∗

β(Vcirc)
, (8)

where

β(Vcirc)≡
(
Vcirc

Vhot

)αhot

. (9)

The free parametersVhot and αhot are determined by matching
the local luminosity function of galaxies with observations.
With the above equations and parameters, we obtain the

masses of hot gas, cold gas, and disk stars as a function of
time or redshift. Chemical enrichment is also taken into ac-
count, adopting the heavy-element yield of y = 2Z", assuming
the instantaneous recycling approximation with the returned
mass fraction from evolved stars R = 0.25. All of newly pro-
duced metals are released into cold gas, then by SN feedback,
a part of them is expelled into hot gas. Some metals in hot gas
are brought back to cold gas by subsequent cooling, and are
accumulated in stars by their formation.

2.4. Mergers of dark halos and galaxies

When two or more progenitor halos have merged, the newly
formed larger halo should contain at least two or more galax-
ies which had originally resided in the individual progenitor
halos. By definition, we identify the central galaxy in the
new common halo with the central galaxy contained in the
most massive one of the progenitor halos. Other galaxies are
regarded as satellite galaxies. These satellites merge by ei-
ther dynamical friction or random collision. The timescale
of merging by dynamical friction is given by τmrg = fmrgτfric,
where τfric is given by Binney & Tremaine (1987), which is
estimated from masses of the new common halo and the
tidally truncated subhalo. The parameter fmrg is set to 0.7
in this paper. When the time elapsed after merging of a
progenitor halo exceeds τmrg, the satellite galaxy is accreted
to the central galaxy. On the other hand, the mean free
timescale of random collision of satellite galaxies τcoll is given
by Makino & Hut (1997). With a probability∆t/τcoll, where
∆t is the time step corresponding to the redshift interval ∆z
of merger tree of dark halos, a satellite galaxy merges with
another satellite picked out randomly (Somerville & Primack
1999).
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Fig. 6.— Star formation rate density as a function of redshift.The curves represent the model

predictions specified in the legend. The data are taken from (from low to high redshift):
Heavens et al. (2004, 3 asterisks at z ∼ 0), Nakamura et al. (2004, XXX), Lilly et al. (1996,

open circles), Norman et al. (2004, filled triangles), Cowie et al. (1999, open diamonds),
Gabasch et al. (2004, open squares), Reddy et al. (2005, cross at z = 2), Barger et al.

(2000, open pentagons at z = 2 and 4.5), Steidel et al. (1999, open stars at z = 3, 4), Ouchi

et al. (2004a, open inverted triangles at z = 4, 5), Giavalisco et al. (2004, open triangles at
z = 3− 6), and Bouwens et al. (2005, filled square at z = 6). The data are converted to the

values with the Chabrier IMF and common values are assumed for dust extinction for the
UV data.
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Fig. 6.— Star formation rate density as a function of redshift.The curves represent the model

predictions specified in the legend. The data are taken from (from low to high redshift):
Heavens et al. (2004, 3 asterisks at z ∼ 0), Nakamura et al. (2004, XXX), Lilly et al. (1996,

open circles), Norman et al. (2004, filled triangles), Cowie et al. (1999, open diamonds),
Gabasch et al. (2004, open squares), Reddy et al. (2005, cross at z = 2), Barger et al.

(2000, open pentagons at z = 2 and 4.5), Steidel et al. (1999, open stars at z = 3, 4), Ouchi

et al. (2004a, open inverted triangles at z = 4, 5), Giavalisco et al. (2004, open triangles at
z = 3− 6), and Bouwens et al. (2005, filled square at z = 6). The data are converted to the

values with the Chabrier IMF and common values are assumed for dust extinction for the
UV data.
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Simulated LBGs at z = 4 − 6 7

Figure 7. Contour plots of stellar mass of galaxies vs. UV magnitude, for redshifts z = 3−6, using the ‘Large’ (solid colour contour) box
size. Blue, green, and red contours represent extinctions of E(B − V ) = 0.0, 0.15, and 0.3 respectively. The dashed black lines indicate
the magnitude limits of Steidel et al. (2003) at z = 3, the SDF sample for z = 4 and 5, and the HST GOODS for z = 6. Diagonal lines
show lines of constant stellar mass to light ratio; the value of M!/(λLλ) is labeled for each line, in units of M!/L!.

tudes of Ouchi et al. (2004) instead of an internal evolution
of the LF over this redshift range. Finally, at z = 6, we mea-
sure a value of n(z′ < 29.0) ∼ 2.1×10−2(h−1

70 Mpc)−3, where
the limiting magnitude was chosen as in Bouwens et al.
(2004a).

6 LUMINOSITY FUNCTIONS

The most widely used analytic parametrization of the galaxy
luminosity function is the Schechter Function (Schechter
1976), the logarithm of which is given by

log(Φ(M)) = log(0.4 ln(10)Φ∗) + µ(α + 1)− 10µ/ ln(10), (8)

where µ = −0.4(M −M∗), and Φ∗, M∗, and α are the nor-
malisation, characteristic magnitude, and faint-end slope,
respectively. We note that throughout this section, we plot
luminosity functions (LFs) in terms of magnitude rather
than luminosity. Brighter objects will thus appear farther
left on the abscissa than fainter objects.

The LF measured from our simulations suffers both
from boxsize and resolution effects, so we expect it to be
physically meaningful only for a certain limited range of
luminosities. At the faint end, objects are made up by a
relatively small number of particles, and may not be well-
resolved, and even smaller objects will be lost entirely. In
our simulations, the luminosity functions generally have a
peak at around 100 particles. The turn-over on the dim side
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Fig. 2.— Gas recycling fraction R as a function of cosmic time (and redshift), computed

using BClib03 for solar metallicity and the Chabrier IMF (0.01− 100 M!). ‘SSP’ stands for
‘Simple Stellar Population’ with an instantaneous burst at t = 0.
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Stellar Mass Density
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Fig. 6.— Panel (a): Stellar mass density (including remnants) as a function of redshift and

age. The top axis indicates the age of the Universe. All data assume the Chabrier IMF.
The source of data are given in the text. Panel (b): Growth of the stellar mass density
normalized by the value at z = 0. For the Fossil model, the bulge and disk components are

also shown separately.
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Fig. 6.— Panel (a): Stellar mass density (including remnants) as a function of redshift and

age. The top axis indicates the age of the Universe. All data assume the Chabrier IMF.
The source of data are given in the text. Panel (b): Growth of the stellar mass density
normalized by the value at z = 0. For the Fossil model, the bulge and disk components are

also shown separately.
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• Total in optical-to-FIR: IEBL = 100 (45 − 170; λ = 0.16 − 1000 µm),

and this can be decomposed into

• Optical-to-nearIR (stellar): Istellar = 54 (19 − 100; λ = 0.16 − 3.5 µm)

• Far-IR (dust): Idust = 34 (11− 58; λ = 3.5− 140 µm) and 15± 2 (λ = 140− 1000 µm).

Alternatively, the EBL is often presented in the literature as the cosmic IR background

particularly for the IR wavelengths, and Hauser & Dwek (2001) summarized it as ICIB = 76
(36 − 120; λ = 1 − 1000 µm).

The total EBL can be computed by

IEBL =
( c

4π

) ∫ ∞

0

jbol(z)

∣∣∣∣ dt

dz

∣∣∣∣ dz

1 + z
(3)

= 9.63 × 10−8h−1

∫ ∞

0

[
jbol(z)

L#Mpc−3

]
H0

∣∣∣∣ dt

dz

∣∣∣∣ dz

1 + z
[ nW m−2 sr−1 ], (4)

where jbol(z) is the comoving bolometric luminosity density at redshift z, and

H0

∣∣∣∣ dt

dz

∣∣∣∣ =
1

(1 + z)
√

ΩM(1 + z)3 + ΩΛ

(5)

is a non-dimensional factor for a flat Λ cosmology. The comoving bolometric luminosity
density at time t can be obtained by the convolution:

jbol(t) =

∫ t

0

ρ̇∗(τ)Lbol(t − τ)dτ, (6)

where ρ̇∗(τ) is the comoving star formation rate density in units of [M# yr−1 Mpc−3], and

Lbol(t) [erg M−1
# ] is the bolometric luminosity per unit mass of a stellar population with age

t.

5.1. Bolometric luminosity density

Figure 6a shows the bolometric comoving luminosity density as a function of redshift for
the delayed exponential star formation histories given in Figure 1. This was computed using

the BClib03 with a Chabrier IMF with a mass range of [ 0.1, 100 ] M# and a solar metallicity,

except for the Fossil model which uses different metallicity for the disk and bulge components

Bolometric lum density 
per unit solar mass

for age=t-τ

– 42 –

Fig. 7.— Panel (a): Comoving bolometric luminosity density as a function of redshift for

all the delayed exponential models shown in Figure 1 using the same line types for different
values of τ . A Chabrier IMF and Z = Z! are assumed except for the Fossil model. Panel

(b): Same for all other models. For the Fossil model, we also show the bulge (dot-dashed line)

and disk components (dotted line) separately. The data point at z = 0 (slightly offset to a
positive z value for clarity) is our observational estimate log jbol = 8.6±0.1 (see Section 5.1).
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Fig. 8.— EBL as a function of redshift for the models shown in the legend. The observa-

tionally allowed range at z = 0, equation (10), is indicated by the error bar.



Hauser & Dwek (2001)

Observational constraints on EBL

Iupper = 170

Imiddle = 100

Ilower = 45

nW m
−2

sr
−1

Challenge:  Subtraction of Zodiacal light
(emission by interplanetary dust)

7 Aug 2001 16:12 AR AR137-08-COLOR.tex AR137-08-COLOR.SGM ARv2(2001/05/10) P1: GDL

Figure 5 Summary of extragalactic background light measurements and limits. Error

bars for detections are 1σ . (Squares) Lower limits obtained by integrating the light of

detected sources; (× ) 2σ lower limits on integrated resolved sources from Bernstein
(1999); (diamonds) upper limits from fluctuation measurements; (remaining symbols)

absolute background measurements (1σ error bars) or limits (2σ ). (Shaded region)

Current observational limits for the EBL spectrum; (dotted line) the nominal mea-

surement where detections are reported, or a somewhat arbitrary intermediate value

between upper and lower limits where there is no claimed detection (for a discussion,

see Section 3.10). The black line (CMB) shows the cosmic microwave background

radiation.
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NIRB Excess??
et al. (2001) from the Subaru Deep Field (SDF) for the J and
K bands and from the Hubble Deep Field (HDF) for others.

The solid line represents the theoretical prediction of EBL
based on observations of galaxies and using the evolutionary
model of Totani & Yoshii (2000), whose predicted spectrum
is normalized to 10 nW m!2 sr!1 at the top of the error bar at the
K band. Based on this model, Totani et al. (2001) claim that
more than 90% of the integrated light of galaxies has already

TABLE 1

Surface Brightness of Residual Isotropic Emission and Its Errors

Error of Starlight
Wavelength

(!m) Residual

Fitting

Error Cutoff Mag. Model

Error of

ZL Model

Systematic

Error

Total

Error

3.98............................. 15.5 1.73 0.47 0.58 3.17 1.37 3.9

3.88............................. 15.3 1.75 0.48 0.61 2.83 1.15 3.6

3.78............................. 13.5 1.74 0.51 0.66 2.57 0.83 3.3

3.68............................. 13.1 2.40 0.66 0.78 2.38 1.22 3.7

3.58............................. 15.5 1.56 0.58 0.73 2.24 0.79 3.0

3.48............................. 14.4 1.67 0.60 0.80 2.17 0.88 3.0

3.38............................. 14.6 1.69 0.67 0.82 2.13 0.77 3.0

3.28............................. 13.6 1.54 0.71 0.90 2.17 0.81 3.0

3.17............................. 16.4 1.19 0.70 0.88 2.25 0.98 2.9

3.07............................. 19.7 0.94 0.93 0.92 2.35 1.06 3.0

2.98............................. 18.6 0.94 0.77 0.92 2.44 1.35 3.2

2.88............................. 19.5 0.88 0.91 0.92 2.67 1.56 3.5

2.54............................. 23.7 0.79 1.07 1.07 3.55 1.31 4.2

2.44............................. 22.7 1.11 1.06 1.23 3.91 1.04 4.5

2.34............................. 24.4 0.92 1.28 1.27 4.28 0.92 4.8

2.24............................. 29.7 1.01 1.38 1.37 4.77 0.71 5.3

2.14............................. 35.4 1.03 1.66 1.46 5.38 0.77 6.0

2.03............................. 39.2 1.12 2.08 1.67 6.28 0.74 7.0

1.93............................. 43.2 1.34 2.32 1.98 7.08 0.89 7.9

1.83............................. 51.0 1.45 2.56 2.04 8.01 0.88 8.8

1.73............................. 58.7 1.74 2.85 2.31 9.38 1.03 10.3

1.63............................. 65.9 2.14 3.24 2.68 10.8 1.54 11.9

1.53............................. 71.3 2.45 3.26 2.80 11.6 2.11 12.8

1.43............................. 70.1 2.48 3.72 2.98 11.8 2.53 13.2

Note.—Errors are in units of nW m!2 sr!1.

Fig. 11.—Breakdown of sky brightness at high ecliptic latitude. From the
top, the spectra of the dark sky ( filled circles, which are same as the vertical bars in
Fig. 4), the zodiacal component (bars), the isotropic emission (open circles), and
the integrated light of faint stars (open diamonds) are indicated.

Fig. 12.—Spectrum of the observed isotropic emission is shown by open
circles, while upper limits from COBE DIRBE data (Hauser et al. 1998) are
shown by arrows. The optical EBL is presented by the open squares (Bernstein
et al. 2002). The EBL obtained from the star-subtracted COBE DIRBE data is
shown by the filled squares (Wright & Reese 2000) and the filled circles
(Cambrésy et al. 2001). The data by Wright & Reese (2000) have been modified
to use the Kelsall et al. (1998) IPD model. The filled diamonds represent the
integrated light of galaxies compiled by Madau & Pozzetti (2000) for the H band,
by Fazio et al. (2004) for the 3.6 and 4.5 !m bands, and by Totani et al. (2001) for
other bands. The solid line shows the theoretical model of the EBL by Totani &
Yoshii (2000).
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Fig. 1.— The emission spectrum of a 300 Msun Pop III star at
a redshift of 15. In addition to the stellar spectrum (solid line), we
also show the nebular emission related to Lyman-α (dashed lines)
and free-free (dotted lines) of the ionized HII region surrounding
the star. This nebular emission depends strongly on the escape
fraction of ionizing photons from the nebula, fesc, and we consider
two extreme cases with fesc = 0 (top lines) and 1 (bottom lines),
respectively. In the redshift range of 10 to 30, the spectrum peaks
at wavelengths of order 1 to 3 µm, where the study of Pop III stars
is strongly favored.

ual Pop III stars. Note that though we consider Pop III
sources as the source or ionization, our calculations does
not necessarily depend on this assumption. The WMAP
results indicate evidence for a highly efficient source of
starformation at high redshift and could be in the form
of Pop II to Pop III stars. While we make use of a Pop
III spectrum to illustrate the clustering in spatial fluctu-
ations in the IRB, we also expect similar spatial fluctua-
tions (though with a different amplitude) if the reioniza-
tion is related to a different stellar spectrum, say asso-
ciated with mildly metal-enriched stars, instead of pure
metal-free stars. In such a scenario, one can simply re-
place the correct stellar spectrum instead of the Pop III
one used here and repeat our calculations. When illus-
trating our calculations, we take cosmological parameters
from the currently favored ΛCDM cosmology consistent
with recent WMAP results (Spergel et al. 2003), including
a normalization for the matter power spectrum, at scales
of 8 h−1 Mpc, of σ8 = 0.9.

2. ANGULAR POWER SPECTRUM OF IRB FLUCTUATIONS

Following standard approaches in the literature, we cal-
culate the angular power spectrum of IRB surface bright-
ness fluctuations both due to foreground sources at red-
shifts between 0 and 7 and Pop III stars at redshifts be-
tween 10 and 30; except for the lower end of the Pop
III distribution (which we simply take here as the tran-
sition from Pop III to Pop II stars, and discussed further
in Section 2.1), our calculations are independent of the end
points of the redshift ranges considered.

In general, the clustering contribution to the angu-
lar power spectrum resulting from foreground galaxies is

mostly a power-law, which is now well explained with tech-
niques such as the halo model (e.g., Cooray & Sheth 2002).
Pop III stars, or any other source that trace linear clus-
tering at redshifts of order 15 or so, on the other hand,
have an angular power spectrum that peaks at tens of ar-
cminute scales. Such a spectrum is expected since high
redshift sources are expected to be strongly biased with
respect to the linear dark matter density field and linear
fluctuation power spectrum contains a peak, or a turnover,
at the scale corresonding to the matter-radiation equality.
A detection of such a peak in the power spectrum of any
tracer source of linear density field would be significant
since it will help establish our basic uncerstanding of clus-
tering evolution. Moving to smaller scales corresponding
to few tens of arcseconds and below, one expects the back-
ground Pop III stars to show a shot-noise type spectrum
associated with the finite number density of these sources
on the sky. In the case of Pop III stars, the transition scale
from linear to shot-noise type clustering is highly model
dependent, though with observational data, one can use a
measured transition as an additional constraint on the as-
trophysics of the Pop III population. Given that shot-noise
contributions result from both detector noise and other
confusions, such as galactic foregrounds, we do not expect
a precise measurement of the shot-noise power associated
with Pop III stars to be feasible. For similar reasons, it is
unlikely that arcsecond-scale IRB clustering information
is useful for a separation of the Pop III contribution from
foreground galaxies.

Our calculational approach to model the angular power
spectrum of the IRB is similar to the one that was used
in Knox et al. (2001) to understand the clustering in the
far-infrared background at wavelengths of few hundred mi-
crons or more due to dusty star burst galaxies at redshifts
of ∼ 3. The contribution to the IRB intensity, at a given
wavelength and towards a direction n̂, can be written as a
product of the mean IRB emissivity and its fluctuation

Iλ(n̂) =

∫ zmax

0
dz

dr

dz
a(z)j̄λ(z)

[
1 +

δjλ(r(z)n̂, z)

j̄λ(z)

]
, (1)

where j̄λ(z) is the mean emissivity per comoving unit vol-
ume at wavelength λ as a function of redshift z and r is the
conformal distance or lookback time, from the observer,
given by

r(z) =

∫ z

0

dz′

H(z′)
, (2)

where the expansion rate for adiabatic cold dark matter
cosmological models with a cosmological constant is

H2 = H2
0

[
Ωm(1 + z)3 + ΩK(1 + z)2 + ΩΛ

]
. (3)

Here, H0 can be written as the inverse Hubble distance
today cH−1

0 = 2997.9h−1Mpc. We follow the conventions
that in units of the critical density 3H2

0/8πG, the contri-
bution of each component is denoted Ωi, i = c for the
CDM, b for the baryons, Λ for the cosmological constant.
We also define the auxiliary quantities Ωm = Ωc + Ωb and
ΩK = 1 − ∑

i Ωi, which represent the matter density and
the contribution of spatial curvature to the expansion rate
respectively.

The absolute IRB has now been studied both observa-
tionally and theoretically (e.g., Hauser & Dwek 2001 for

(Cooray+ ‘05)
First Star??
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Table 3. Physical quantities at z = 0 for the models used in the text

Model Ω!
† M!

" Mrem
∀ IEBL

‡ ρ̇!
§ jbol

a jU
b jB

c jr
d jK

e u − g g − r

Fossil 0.0020 2.11 0.59 40 0.86 2.8 1.4 1.3 1.5 4.1 1.54 0.67

..... bulge 0.00115 1.21 0.36 20 0.022 0.7 0.2 0.3 0.5 1.9 1.78 0.84

..... disk 0.00083 0.91 0.22 20 0.837 2.1 1.2 1.0 1.0 2.2 0.94 0.43

TVD 0.0029 3.04 0.85 55 1.02 3.5 1.6 1.6 2.0 5.4 1.20 0.61

H&S 0.0021 2.22 0.60 40 1.30 3.5 1.8 1.6 1.8 4.4 1.00 0.50

SA 0.0020 2.13 0.56 41 1.05 3.2 1.6 1.4 1.7 4.3 1.06 0.53

Consensus 0.0023 2.46 0.68 45 1.06 3.3 1.6 1.5 1.8 4.6 1.25 0.59

Model¶ ±0.0005 ±0.51 ±0.15 ±9 ±0.22 ±0.4 ±0.2 ±0.2 ±0.3 ±0.7 ±0.27 ±0.09

Observed 0.0018 — — 42− 0.5 3.2 1.4 1.2 1.27 3.4 — —

range −0.0039 — — 135 −1.6 −5.0 −1.8 −2.0 −1.33 −5.5 — —

† Stellar mass density including the remnants for Chabrier IMF (0.01 − 100M").

" Stellar mass density without the remnants (in 108 M" Mpc−3).

∀ Stellar remnant mass density (in 108 M" Mpc−3).

‡ EBL intensity (in nW m−2 sr−1).

§ SFR density (in 10−2 M" yr−1 Mpc−3).

a Bolometric luminosity density (in 108 L",bol Mpc−3).

b−e Luminosity density in U,B, r,K-bands (in 108 L",B Mpc−3).

¶ Average of the Fossil, TVD, and H&S models, with errors being the dispersion among the three models.

Note. — Bolometric magnitudes MB," = 5.48, MK," = 3.28 and Mr," = 4.76 are adopted for the Sun.

Model luminosity densities are compared with observations: jB = (1.7 ± 0.3) × 108 L",B Mpc−3 (Nagamine

et al. 2001a), jB = (1.3± 0.1)× 108 L",B Mpc−3 (Fukugita & Peebles 2004), jr = (1.3± 0.03)× 108 L",r Mpc−3

(at z = 0.1, Blanton et al. 2003a), jK = 4.1+2.0
−0.6×108 L",K Mpc−3 (Bell et al. 2003), (5.0±0.5)×108 L",K Mpc−3

(Kochanek et al. 2001), jKs = (4.0 ± 0.6) × 108 L",Ks Mpc−3 (Cole et al. 2001). All values assume h = 0.7.

Chabrier IMF [0.01, 100] M!
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z = 0 and use it to define a dimensionless parameter

η! ≡
(

4π

ctH

)
IEBL

jbol
= 7.293 × 106 IEBL [nW m−2 sr−1]

jbol [L",bol Mpc−3]
, (7)

where tH ≡ 1/H0 is the Hubble time. This approach is independent of uncertainties in
the stellar IMF provided that it is not an explicit function of time. It simply compares

the observed EBL with the observed luminosity density multiplied by the Hubble time.

Using the values shown in Figures 6 and 7, we compute the value of η! for all models
and present results in Figure 8. For the delayed exponential models, the result is plotted

as a function of characteristic decay time τ , and the results for the Fossil, the TVD, and
the SA models are indicated by the arrows. The observational estimate is indicated by

the shaded region (bracketed by η!,min = 0.75 and η!,max = 2.89) with a central value

η! = 1.70, obtained by using IEBL,! = 93 (41 − 158) [nW m−2 sr−1] (cf. Section 6.3) and
log(ρL,![L",bol Mpc−3]) = 8.6 (cf. Section 5.1). All models result in η! ∼ 1.0, which is on

the lower side of the observed range, i.e., one cannot account for the apparently observed
bolometric EBL if it is IEBL,! ∼ 90 nW m−2 sr−1, with the discrepancy not dependent on the

assumed stellar IMF.

6. Hard X-ray extragalactic background

In this section, we compute the XRB intensity spectrum based on the star formation
histories that we are considering. The procedure is as follows:

1. Take the star formation histories shown in Figure 4, and compute the bulge formation

rate ρ̇B
∗ by subtracting the disk component ρ̇D

∗ from the total, ρ̇B
∗ = ρ̇tot

∗ − ρ̇D
∗ . We

take the disk component ρ̇D
∗ as described in Section 2; i.e., the delayed exponential

model with τ = 4.5 Gyrs contributing 59% of the total stellar masses of each model.

Figure 9 shows the total (black solid line), the bulge (red long-dashed) and the disk

(blue short-dashed) star formation histories obtained by the above procedure.

2. Assume that the BH formation rate, ρ̇BH, is proportional to the bulge formation rate,
ρ̇BH = fBH ρ̇B

∗ , where fBH = MBH/Mbulge is the constant BH-to-bulge mass ratio.

3. Then, the angular integrated spectral emissivity of AGN per unit comoving volume

at redshift z can be computed by j(ν, z) = εBH 〈Fν〉 ρ̇BH(z) c2 = εBH 〈Fν〉 fBH ρ̇B
∗ (z) c2

[erg s−1 cm−3 Hz−1], where εBH = 0.1 is the mass-to-energy conversion efficiency of
AGN taken from Yu & Tremaine (2002), and 〈Fν〉 is the angular integrated spectral

output of the average quasar taken from equation (8) of Sazonov, Ostriker, & Sunyaev

η!

Hauser - Dwek ‘01

A test independent 
of IMF
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Fig. 10.— Parameter η∗ of Equation 14 computed for the models used in this paper (shown by

arrows at τ = 0). The variation of η∗ is also shown as a function of decay time-scale τ for the
delayed exponential model of star formation. The shaded region shows the observationally

allowed range.
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Fig. 9.— Total SFR density (black solid line) is divided into the disk component (blue

short-dashed line) and the bulge component (red long-dashed line) as described in the text.

ρ̇
bulge
!

= ρ̇
tot
!

− ρ̇
disk
!

ρ̇BH = fBHρ̇bulge
!

Co-evolution of 
Bulge and BHs

e.g. Kormendy & Richstone ‘95
Ferrarese & Merritt ‘00

Kormendy & Gebhardt ‘01
Heckman+ ‘04

fBH ≡

MBH

Mbulge

∼ 10
−3



AGN Emissivity

Average spectral  emissivity 
per unit comoving volume 

j(ν, z) = εBH 〈Fν〉 ρ̇BH c2

= εBH 〈Fν〉 fBH ρ̇bulge
" (z) c2

[erg s-1 cm-3 Hz-1]

Energy conversion efficiency of BH:
εBH ∼ 0.1

XRB εBH fBH
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Fig. 11.— Angular integrated spectral output 〈FE〉 of average AGN taken from Sazonov,
Ostriker, & Sunyaev (2004) with arbitrary normalization. The details of the spectral form

is summarized in the Appendix. The left panel shows E 〈FE〉, so the area under the curve
gives the energy output. For comparison, the right panel shows only 〈FE〉. The vertical

red-dashed line indicates E = 1 keV, which divides the spectrum into the optical-to-IR part

and the X-ray part.

Average AGN spectral shape

Sazonov+ ‘04

(Aller & Richstone ‘02;  Yu-Tremaine ‘02)

ρBH(0) ∼ (2.5 − 3) × 105 h2
70 M! Mpc−3
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Fig. 13.— Same as Figure 11, except that this figure assumes a larger bolometric correction

factor of CI
X(> 1keV) = 10.9 (Section 6.1.2). Or equivalently, the same result is obtained

if a smaller BH mass-to-energy conversion efficiency of εBH = 0.055 is adopted instead of
εBH = 0.1 (Section 6.2). The yellow band is the same observed XRB as in Figure 11.

Reducing the ratio of 
X-rays to total by  x1.8

(i.e. increasing the 
bolometric correction)

Yellow band:  observed
Luca & Moledi ‘04 (upper)

Gruber+ ‘99 (lower)

X-ray Background (XRB)



Conclusions

• The Fossil model works well --- simple & clear, matches obs
•  bulge-disk decomposition
• Epoch of spheroid formation: z>~1.5
• Madau plot:  rise @ z=0->2,   ~constant @ z=2-7

• Inconsistent observations:
• SFR(z) vs.             : theory higher @ z≥1 --“Missing galaxies”?

• j(z=0) vs. EBL(if 100) : theory  I ≦60 nW m-1 sr-1

Ω!(z)

astro-ph/0603257



The Future

• Find fainter “Missing Galaxies”@ high-z           
GMT, TMT, NGST, ...

• Understand Star Formation                                    
IMF(t, environment), efficiency, DLAs, [CII]

• Galaxy -- IGM :   SN Feedback
• BH -- Galaxy:  AGN Feedback
• Connect

Why CII Now?

• Dominant coolant of MW   

• Complementary to opt-IR           
(cf. Lyman break galaxies @ z~3)

• New window for high-z SF          
(cf. Damped Ly-! systems,   

Wolfe+ ‘03)

• Need predictions for ALMA for 

cosmological interpretation

DLAs
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