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ABSTRACT

We present two extensive sets of 3500+1000 simulations of dark matter haloes on the past light cone, and two corresponding sets of simu-
lated (‘mock’) galaxy catalogues that represent the Euclid spectroscopic sample. The simulations were produced with the latest version of the
Pinocchio code, and provide the largest, public set of simulated skies. Mock galaxy catalogues were obtained by populating haloes with galaxies
using an halo occupation distribution (HOD) model extracted from the Flagship galaxy catalogue provided by Euclid Collaboration. The Geppetto
set of 3500 simulated skies was obtained by tiling a 1.2 h−1 Gpc box to cover a light-cone whose sky footprint is a circle of 30◦ radius, for an
area of 2763 deg2 and a minimum halo mass of 1.5 × 1011 h−1 M⊙. The relatively small box size makes this set unfit for measuring very large
scales. The EuclidLargeBox set consists of 1000 simulations of 3.38 h−1 Gpc, with the same mass resolution and a footprint that covers half of
the sky, excluding the Milky Way zone of avoidance. From this we produced a set of 1000 EuclidLargeMocks on the 30◦ radius footprint, whose
comoving volume is fully contained in the simulation box. We validated the two sets of catalogues by analysing number densities, power spectra,
and 2-point correlation functions, showing that the Flagship spectroscopic catalogue is consistent with being one of the realisations of the simu-
lated sets, although we noticed small deviations limited to the quadrupole at k > 0.2 h Mpc−1. We show cosmological parameter inference from
these catalogues and demonstrate that using one realisation of EuclidLargeMocks in place of the Flagship mock produces the same posteriors, to
within the expected shift given by sample variance. These simulated skies will be used for the galaxy clustering analysis of Euclid’s Data Release
1 (DR1).

Key words. Methods: numerical; Surveys; Cosmology: observations; Large-scale structure of Universe; Cosmological parameters

1. Introduction

The Euclid satellite (Euclid Collaboration: Mellier et al. 2025),
launched on July 1st, 2023, is mapping the visible Universe to
redshifts of at least z = 2 with the aim of shedding light on
its dark sector. Together with other Stage IV surveys, like DESI
(DESI Collaboration: Adame et al. 2024), Rubin–LSST (LSST
Science Collaboration: Abell et al. 2009), Roman (Spergel et al.
2015), SphereX (Doré et al. 2014), or the SKAO cosmological
surveys (SKA Cosmology Group: Bacon et al. 2020), Euclid is
starting to contribute a cosmological data flood, opening to the
possibility of constraining cosmology at an unprecedented pre-
cision level, comparable to what the CMB provides at z ∼ 1100.

In particular, Euclid is surveying the sky with the VIS visi-
ble imager (Euclid Collaboration: Cropper et al. 2025), designed
for weak lensing studies, and the near-infrared imager and spec-
trometer (NISP, Euclid Collaboration: Jahnke et al. 2025) that
uses slitless spectroscopy to measure redshifts for a sample of
emission-line galaxies; these redshifts are the basis for galaxy
clustering measurements, that is the focus of our research. The
wavelength range of the ‘red grism’ used by NISP to disperse the
light makes it possible to cover the Hα line in emission in a red-
shift range of roughly z ∈ [0.9, 1.8]. We expect that most galax-
ies with reliable redshift have line flux fHα larger than a fiducial
value of f0 = 2 × 10−16 erg s−1 cm−2. The Euclid wide survey
(EWS, Euclid Collaboration: Scaramella et al. 2022) will cover
∼ 14 000 deg2 of the sky, excluding the zone of avoidance of the
Milky Way and the ecliptic plane where zodiacal light hampers
deep observations. The EWS will be sided by the Euclid deep
survey (EDS), consisting of 53 deg2 in three disconnected re-
gions; these fields will be spectroscopically observed 15 times
with the red grism, plus 25 times using a ‘blue grism’ to extend
the spectral coverage to shorter wavelengths. The EDS will pro-
vide a highly pure and complete version of the galaxy sample
detected in the EWS, allowing a precise assessment of its pu-
rity and completeness, a crucial ingredient to control systematic
effects.

The sheer amount of high-quality data is already challeng-
ing the traditional galaxy survey processing methods. Access
to a large cosmic volume, sampled with a dense galaxy cata-
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logue, will allow us to beat down the statistical uncertainty of
the measurement, so the error budget will be dominated by sys-
tematic effects. Because galaxy clustering is based on counting
galaxies down to the faintest accessible flux, control of the depth
of the survey will be crucial to have an unbiased estimate of
the galaxy density. Because most redshift measurements will be
based on spectra with low signal-to-noise ratio, control of red-
shift errors (and the consequent emergence of interlopers where
redshifts are catastrophically wrong) will be key to keeping the
purity of the spectroscopic sample high. Eventually, in a stan-
dard likelihood approach, we will compress data into a summary
statistics of galaxy clustering, like the 2-point correlation func-
tion in configuration or Fourier space (the power spectrum), pos-
sibly augmented with the corresponding 3-point functions, and
we will compare these with a model that predicts the summary
statistics as a function of cosmological and nuisance parame-
ters. The difference between measurement and model must be
related to a covariance matrix, which for its cosmological part
is a higher-order moment of clustering. The covariance matrix
should also contain contributions from systematics error, repre-
senting the uncertainty in the mitigation of known systematic
effects. As shown by Colavincenzo et al. (2017), even with the
simplest assumptions, where the correction to the galaxy density
is multiplicative, the cosmological covariance cannot be simply
separated as a sum of contributions from cosmology and sys-
tematic effects. A numerical characterisation of the covariance
matrix, obtained by processing thousands of simulated skies, re-
mains the most effective way to address this challenge.

In this paper we present the simulated spectroscopic skies
that have been produced by the Euclid Collaboration to face
these challenges. These are based on the largest set of simu-
lated dark matter haloes on the past light cone ever produced.
We discuss two sets of simulated Euclid spectroscopic skies
(whose properties are reported in Table 1), performed with the
Pinocchio code (Monaco et al. 2002) for a flat Λ cold dark
matter (ΛCDM) model compatible with Planck results (Planck
Collaboration: Aghanim et al. 2020). The first set of 3500 real-
isations, named Geppetto, is based on a relatively small box of
1.2 h−1 Gpc, sampled with 21603 particles to achieve a minimum
halo mass of 1.5×1011 h−1 M⊙. Each light-cone covers a circle of
30 degrees of radius on the sky, covering 2763 deg2, a bit larger
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than the area planned to be covered by Euclid’s DR1 (Euclid
Collaboration: Scaramella et al. 2022), and extends to redshift
z = 2. The second set of 1000 realisations (named EuclidLarge-
Box) is based on a 3.38 h−1 Gpc box, sampled by 61443 particles
and achieving the same mass resolution as Geppetto. The light-
cones cover half of the sky, excluding a zone of avoidance of the
Milky Way, for a semi-aperture angle of 70 deg, and extend to
z = 4.

The paper is organised as follows. Section 2 expands on the
context and on the motivation for the production of these simu-
lations. Section 3 describes the improvements to the Pinocchio
code that were required to scale up to this large number of par-
ticles. Section 4 describes in detail the simulations produced,
while Sect. 5 describes the techniques adopted to populate haloes
with galaxies and produce mock galaxy catalogues; details in
the adopted matching of Pinocchio and N-body masses are re-
ported in an Appendix. Section 6 presents a set of measurements
performed to validate the sets of mock catalogues and demon-
strate their utility to obtain numerical covariance matrices for
Euclid. Finally, Sect. 7 gives the conclusions.

2. Context

Our starting point is the upcoming spectroscopic sample of Eu-
clid (Euclid Collaboration: Mellier et al. 2025), consisting of
∼ 30 million galaxies with reliable redshift measurement in the
range 0.9 < z < 1.8 over 14 000 deg2. Systematic effects for the
measurement of the galaxy density are represented by construct-
ing a ‘visibility mask’, a function of sky position and redshift
that quantifies, to the best of our knowledge, the probability that
a galaxy gets a reliable redshift measurement given its proper-
ties and the local observing conditions. This visibility mask is
applied to a dense set of unclustered galaxies to obtain a ‘ran-
dom catalogue’, that is used as a reference to compute the galaxy
density contrast, thus mitigating systematic effects induced by
a non-uniform selection probability. All estimators of summary
statistics that are based on the galaxy density rely on this random
catalogue.

To compute the numerical covariance of a summary statistics
we start from a set of mock catalogues that represent galaxies in
the past light cone, on an angular footprint matching the Eu-
clid survey. Selection biases can be imposed to mock catalogues
by applying the same visibility mask used to construct the ran-
dom catalogue, including catastrophic redshift errors. Then the
same pipeline used to process the real data catalogue is applied
to the mock catalogues. The resulting measurements are com-
bined to produce a numerical covariance, which is then fed to
a likelihood code to estimate cosmological parameters. This ap-
proach has been used in several surveys (e.g. Manera et al. 2013;
Balaguera-Antolínez et al. 2023), and has the clear advantage of
being realistic in representing the level of non-linearity of the
density field, the complexity of galaxy bias and the treatment of
systematic effects .

A numerical covariance matrix is affected by noise as it is
sampled by a finite number of mocks; for Euclid, the require-
ment on its accuracy is that parameter uncertainties (for the final
sample after the nominal six years of the mission) should vary
by less than 10%, with respect to an infinite number of mocks.
In Euclid Collaboration: Sanchez et al. (in prep.), we estimate
that 3500 mocks are needed to have an accurate, brute-force nu-
merical covariance matrix. This number is mostly determined
by the total number of measurements for which the covariance
is computed and by the accuracy requirement. That paper also
presents tests of several methods to de-noise a numerical covari-

ance matrix, demonstrating that ∼ 100 mocks may be sufficient
to achieve good accuracy (see also Fumagalli et al. 2022) when
addressing the relatively limited data vector of 2-point correla-
tion functions (in configuration or Fourier space). However, this
figure may be optimistic: the inclusion of 3-point statistics will
further increase the length of the data vector, moreover a precise
characterisation of systematic effects requires to analyse a large
number of mock catalogues (e.g. Euclid Collaboration: Risso et
al., in prep; Euclid Collaboration: Lee et al., in prep.). Under
these premises, we consider 1000 as a minimal requirement on
the number of realisations for a set of simulated catalogues for
Euclid.

A single simulation should ideally cover a volume that can
include the largest connected patch of the surveyed volume, so
as to properly represent super-sample covariance; this pushes
requirements on the box size beyond 3 h−1 Gpc. The simula-
tion should also resolve the smallest halo that contains an ob-
served galaxy, that (as argued in Sect. 5) is expected to be
∼ 2 × 1011 h−1 M⊙ for the spectroscopic sample; this pushes re-
quirements on particle mass towards 109 h−1 M⊙. One such sim-
ulation was used to create the Flagship galaxy mock catalogue
(Euclid Collaboration: Castander et al. 2025), a comprehensive
catalogue representing galaxies in all aspects that are of interest
for Euclid, including weak lensing, galaxy clusters, and galaxy
evolution. The single Flagship numerical simulation used to cre-
ate the galaxy mock catalogue costed ∼ 1 000 000 node-hours
(corresponding to 68 000 000 core hours) on 4000 nodes of Piz
Daint supercomputer, and required storage of order of petabytes.
Running thousands of such simulations is out of the question.

An alternative to the N-body approach is to run fast simu-
lations using approximate methods, to obtain thousands of cata-
logues of dark matter haloes at the cost of one single equivalent
simulation. Here speed is obtained by treating the evolution of
perturbations in the mildly non-linear regime using some flavour
of Lagrangian Perturbation Theory (LPT), avoiding to integrate
the trajectories of particles within dark matter haloes. Approx-
imate methods were reviewed by Monaco (2016). They can be
broadly separated into two classes, ‘predictive’ and ‘calibrated’.
The first class is typically based on Lagrangian methods that
range from semi-analytic, peak-based methods like Peak-Patch
(Bond & Myers 1996; Stein et al. 2019) or Pinocchio to fast
N-body codes, typically particle-mesh (PM) codes, like FastPM
(Feng et al. 2016) or COLA (Tassev et al. 2013). The predictive
nature of these codes implies that once they are properly cali-
brated on N-body simulations they can be applied to any box
size, mass resolution, and cosmology; as a matter of fact their
computational cost, at fixed box size and mass resolution, is
broadly proportional to the accuracy they can achieve. The sec-
ond class is typically based on a sophisticated bias scheme ap-
plied to a low-resolution density field, like EZMOCKS (Chuang
et al. 2015a), Patchy (Kitaura et al. 2015), BAM (Balaguera-
Antolínez et al. 2019), COVMOS (Baratta et al. 2023), PineTree
(Ding et al. 2024), or GOTHAM (Pandey et al. 2024). These meth-
ods must be calibrated on an N-body simulation each time they
have to be used, but the time needed to produce a single real-
isation is tiny, even when compared with Pinocchio, and so
they are useful for a massive production of tens of thousands of
mocks.

Approximate methods were thoroughly tested in Chuang
et al. (2015b) and in a series of studies in preparation of Eu-
clid (Lippich et al. 2019; Blot et al. 2019; Colavincenzo et al.
2019). In these three papers 300 N-body simulations were com-
pared with several approximate methods run on the same ini-
tial conditions, addressing respectively the 2-point correlation
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function, the power spectrum, and the bispectrum of dark mat-
ter haloes at various mass thresholds. Consistency was tested by
using these covariances for parameter estimation and requiring
that the relative increase of parameter uncertainties is less than
10%. As a result, while the average of the summary statistics
may be biased, cosmological parameters inferred using the nu-
merical covariance obtained from N-body were found consis-
tent, for many methods, with those obtained using approximate
simulations, with differences in parameter uncertainties within
the requirement mentioned above.

To produce the simulations presented in this paper, we used
the 5.0 version (V5) of Pinocchio (Monaco et al. 2002; Mu-
nari et al. 2017b).1 The code is described in detail in Sect. 3,
we just outline here the motivation for its use. As pointed out
in Munari et al. (2017a), a predictive approximate method must
solve two problems: first compute how particles move from their
Lagrangian position, second determine how particles group into
haloes. While the first problem is relatively easy to solve using
LPT or a PM code, the second problem in principle requires ac-
curate particle positions at scales smaller than the virial radius of
the halo, making it challenging even for fast PM codes to recon-
struct small haloes. Pinocchio can be seen as a (semi-analytic)
halo finder in Lagrangian space, thus solving the difficult prob-
lem of associating particles to haloes even with rather approx-
imate displacements. This makes it easier to LPT to represent
the density field; for instance, Munari et al. (2017a) showed that,
when multi-stream regions are correctly collapsed into haloes,
3LPT yields an increase in accuracy in halo positions with re-
spect to 2LPT that is as large as the increase in accuracy go-
ing from the Zeldovich approximation to 2LPT. This is not true
when straight LPT is applied to initial conditions, because higher
LPT orders lead to stronger dispersion of particles after orbit
crossing, thus losing the advantage of higher order. Pinocchio
has been extensively used in the literature; for instance, Oddo
et al. (2020, 2021) and Rizzo et al. (2023) used 10 000 realisa-
tions of the same setting of Lippich et al. (2019) to check that
Pinocchio is correctly representing the covariance of the bis-
pectrum of dark matter haloes.

3. Code

Pinocchio, a C code with MPI parallelization, has been de-
signed to generate very good approximations of catalogues of
dark matter haloes, both in periodic boxes and in the past light
cone, with full information on their mass, position and merger
history. Using excursion set theory and ellipsoidal collapse, the
code computes for each particle an estimate of the time of orbit
crossing (the collapse time), then groups the collapsed particles
into haloes, following their merger history, and places haloes at
the final position using 3LPT. The original code is described in
Monaco et al. (2002), the 2LPT and 3LPT extensions in Monaco
et al. (2013) and Munari et al. (2017b). This section describes
the latest technical developments of the code.

The starting point is the realisation of a linear density field on
a regular grid, as in the generation of the initial conditions of a
cosmological N-body simulation. The code is made of two main
parts, the computation of collapse times and LPT displacements
for each particle, and the grouping of collapsed particles into
haloes (‘fragmentation’), with the construction of halo merger
histories and a light-cone with continuous time sampling. Col-
lapse times are computed by Gaussian-smoothing the linear den-
sity field on many smoothing radii, then computing the second

1 https://github.com/pigimonaco/Pinocchio

derivatives of the potential with fast Fourier transforms (FFTs);
these are used to compute the collapse redshift of each particle
using ellipsoidal collapse. We define the inverse collapse time
as F = 1 + zc, and store its highest value Fmax for all smoothing
radii. At the final smoothing radius R = 0 (meaning that the vari-
ance of the linear density field is only limited by the Lagrangian
grid), the LPT displacement fields are computed, amounting to
four vectors for each particle (of the three 3LPT displacement
fields we only compute the first two, the third rotational term
being negligible). The second part of the code uses the collapse
times and displacements to group particles into haloes, with an
algorithm that mimics hierarchical clustering. Because collapse
here is identified with orbit crossing, collapsed particles are not
necessarily contained in haloes, they may be part of the filamen-
tary network that joins haloes. So particles may be classified into
uncollapsed (still in single-stream regime), filaments, and halo
particles. Having recognised the haloes without really running
the simulation (we just perform a single 3LPT time-step when
needed), we can see Pinocchio as a halo finder that works on
the Lagrangian space of initial conditions, plus a 3LPT engine to
place the haloes at the right position.

The fourth version (V4) of Pinocchio is described in Mu-
nari et al. (2017b), where scaling properties are demonstrated to
be nearly ideal for a range of conditions, culminating in boxes
sampled with 21603 particles as the first Millennium simulation
(Springel et al. 2005). Parallelisation is achieved with the MPI
(message passing interface) protocol. However, scaling to larger
sizes is hampered by two factors. Firstly, the FFT library FFTW
(Frigo & Johnson 2012) distributes the 3D computational do-
main in planes, so each task must allocate memory for as many
particles as a single plane. For a memory need of 350 bytes per
particle, a plane of a 61443 box would require 12 GB, making it
hard to run on all the available cores in a node. Secondly, frag-
mentation is an intrinsically scalar process, so parallelisation is
achieved by dividing the computation domain in sub-boxes, cho-
sen to present the smallest surface over volume; this implies a
round of communications among tasks to move from the FFT
domain to the sub-box domain, that has a small computational
cost. However, haloes at the border of the domain will not be
correctly reproduced, unless fragmentation is performed on an
augmented domain that contains all the particles that are needed
to properly produce haloes. These ‘ghost regions’, called bound-
ary layer in the code jargon, create an overhead in memory and
in computing time. They cannot be arbitrarily small as their size
must be as large as the Lagrangian size of the largest halo that
is predicted to be present in the box. At z = 0 this can amount
to ∼ 35 h−1 Mpc, placing a hard limit on the number of tasks the
code can be distributed over.

3.1. FFT solver

The first limitation was overtaken by using the pFFT library.2
This uses FFTW to perform 1D Fourier transforms, but wraps the
2D and 3D transforms differently, distributing memory in planes,
pencils or sub-volumes. When memory constraints allow it, dis-
tribution in planes is the most convenient one, while distribution
in pencils and in sub-volumes has a slightly increasing compu-
tational cost. While usage of pFFT simply required an adapta-
tion of the code that performs FFTs, the code that creates the
initial conditions required a deep re-design. The fourth version
of Pinocchio implemented the same loop in k-space present
in N-GenIC and 2lpt-IC codes (Springel 2005; Crocce et al.

2 https://github.com/mpip/pfft
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2006), making it possible to reproduce simulations started from
initial conditions produced with those codes by just providing
the same seed for random number generator. N-GenIC works
as follows: each task creates a 2D table of random seeds, one
for each row of cells along the box, then loops in k-space by
drawing seeds consecutively from the random sequence relative
to each pencil, assuring that the same result is achieved for any
domain decomposition. Moreover, k-space is populated starting
from the fundamental mode and progressing in concentric cubes
in Fourier space. This way, doubling the number of grid points
per side will result in a higher resolution realisation that has ex-
actly the same larger-scale modes as the lower resolution one.
This feature is maintained in the current version of the code; de-
tailed technical aspects will be presented in a forthcoming tech-
nical publication.

3.2. Fragmentation code

The second limitation to code scaling concerns the construc-
tion of haloes from collapsed particle (fragmentation), and it
was overtaken by changing the way the code stores and accesses
memory. The first part of the code, that computes collapse times,
produces for each particle its inverse collapse time Fmax and the
four LPT displacement fields. In the sub-box domain, the tasks
do not really need these products for all particles, because parti-
cles that do not collapse by the final redshift will never be pro-
cessed; moreover, not all the regions of the boundary layer are
necessarily of interest. The code was then redesigned to have
a more accurate selection of the particles that are loaded in the
sub-box domain. To achieve this aim, each task gathers the prop-
erties of all collapsed particles in its ‘well-resolved’ region, that
is the patch of Lagrangian space assigned to the task, augmented
just by a 1-particle ghost region to properly compute the peaks of
Fmax. This is done by creating a Boolean map of the whole com-
putational domain (each point represented by a bit), setting to
true the bits corresponding to the particles of interest. Of this do-
main, the task will receive (through a hypercubic communication
scheme among tasks) only the products of the particles that are
predicted to collapse by the end of the simulation. After that, the
fragmentation code is run in a minimal configuration (no light-
cone construction, no output) with the available information. At
the end of this first fragmentation, haloes near the borders are
not reconstructed properly but we know where they are. Another
all-to-all communication round is then called: each task creates
a second Boolean map that is set to true for all the particles that
lie within a certain distance from the haloes and are beyond the
well-resolved region. This distance is set as the Lagrangian ra-
dius of the halo (in grid units this is the cubic root of the number
of its particles) times a boundary layer factor fbl ∼ 2–3. After the
products of these particles are communicated, the fragmentation
is started again.

This implementation limits memory overhead by a large fac-
tor, improving the scaling of the fragmentation part of the code.
Another large factor in memory requirement is obtained by stor-
ing the products of the collapse time part in single floating-point
precision, while most of the code works in double precision; it
has been checked that this creates an acceptable decrease in nu-
merical accuracy, while yielding a drastic advantage in memory
requirements. As a result, we pass from 350 to 150 bytes per
particle as a minimum needed by 3LPT. However, while the pre-
vious version of the code had a predictable mapping between
sub-box space domain and memory, accessing the memory loca-
tion of a particle is less straightforward, and it is made possible
by a series of pointers and some bisector searches. This increases

the computing time in ideal cases, but the improvement in scal-
ing overcomes this problem.

In this implementation, each task requires a variable amount
of memory; for instance, if the largest cluster in the box falls at
the border of a domain, its task will require a larger number of
particles from the boundary layer, while a task with voids at its
border will have a smaller overhead. This imbalance is handled
by allowing the same overhead to all tasks; if a task fills all of its
memory it issues a warning but does not halt the computation,
and the largest overhead needed by the task is output at the end
of the code, so it is easy to achieve an optimisation of memory
usage after few test runs. This is considered as an acceptable
strategy to prepare the production of thousands of massive runs.

4. Dark matter catalogues and light-cones

As discussed above, we produced two sets of simulations aimed
at achieving a large number of realizations based on a small
box (Geppetto) and a large box that can contain a survey, with
a more limited number of realizations (EuclidLargeBox). The
main properties of these sets are reported in Table 1. Both
sets are based on a ΛCDM cosmology with parameters close
to Planck Collaboration: Aghanim et al. (2020): Ωm = 0.32,
ΩΛ = 0.68, Ωb = 0.049, h = 0.67, σ8 = 0.83, ns = 0.96.
These parameters are consistent with Flagship 2 simulation and
mock galaxy catalogue; in the Flagship 2 simulation we have
Ωm = 0.319 and massive neutrinos, but these differences have
no practical effect for the present purposes. For each simulation
we produced a few dark matter halo catalogues in periodic boxes
and a complete catalogue in the past light cone, with a sky foot-
print consisting of a circle with a given radius. Moreover, merger
trees are available for all haloes. The minimum halo mass is set
to 10 particles; this would be an unacceptably low value for an
N-body simulation, but it is acceptable for a semi-analytic code
where haloes are related to peaks of the inverse collapse time
and each halo starts with one particle.

4.1. Geppetto simulations

The first set of Nreal = 3500 simulations, called Geppetto,
was designed to be massive but relatively inexpensive, to pro-
duce a brute-force numerical covariance for the target sample
of Hα emitters. It is based on a relatively small box of side
Ls = 1200 h−1 Mpc, sampled with Npart = 21603 particles. With
the given cosmology, the particle mass is 1.52 × 1010 h−1 M⊙,
and the smallest halo has a mass of 10 particles or Mh =
1.52× 1011 h−1 M⊙. The light-cones start at zstart = 2 and cover a
circle of radius of θ = 30◦, for a total area of 2π (1− cos θ) stera-
dians, equal to 2763 deg2.3 Outputs at fixed time are available at
redshifts 2, 1.8, 1.5, 1.35, 1, 0.9, 0.5, and 0.

These simulations were mostly run on the Pleiadi system of
INAF (‘Istituto Nazionale di Astrofisica’), a Tier-2 facility with
66 computing nodes, each with 36 cores and 256 GB or RAM.
Each run required 20 nodes, and lasted around 17 minutes, for
a cost of 200 core-h per run. The total cost amounted to only
700 000 core-h. Each run required 23 GB of storage, for a total
need of almost 80 TB. As a matter of fact, the first 600 realisa-
tions were run with V4.1.3 of the code, with minimal changes

3 Noticeably, this specific sky footprint implies that the comoving vol-
ume of the light-cone is a 3D cone itself; however, the word ‘cone’ in
the two cases refers to a spacetime and to a volume in 3D space, thus
assuming a pretty different meaning.
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Table 1. Main properties of the two sets of mock catalogues presented in this paper, Geppetto and EuclidLargeBox, together with the Minerva-like
set used in Oddo et al. (2020) and NewClusterMocks used in Fumagalli et al. (2021). Columns give the simulation box side Ls, the number of
particles in the simulation Npart, the number of realisations Nreal, the minimum halo mass Mh, the simulation volume Vs and its total over the
realisations, the semi-aperture of the light-cone θ, the survey area, the starting redshift of the light-cone zstart, the volume of a single light-cone Vlc
and its total over the realisations.

Name Ls Npart Nreal min. Mh Vs tot. Vs θ area zstart Vlc tot. Vlc
h−1 Gpc h−1 M⊙ h−3 Gpc3 h−3 Gpc3 deg2 h−3 Gpc3 h−3 Gpc3

Geppetto 1.2 21603 3500 1.52 × 1011 1.73 6047 30◦ 2763 2.0 12.72 44 529
EuclidLargeBox 3.38 61443 1000 1.48 × 1011 38.61 38 614 70◦ 13 572 4.0 163.86 163 862
Minerva-like 1.5 10003 10 000 2.67 × 1012 3.38 33 750 — — — — —
NewClusterMocks 3.87 21603 1000 4.90 × 1012 57.96 57 960 60◦ 10 313 2.5 69.70 69 700

Fig. 1. Graphical representation of the comoving volume of the 30◦ ra-
dius survey footprint, highlighting the four redshift bins bounded by
redshifts [0.9, 1.1, 1.3, 1.5, 1.8], immersed in the comoving volume of
the Flagship simulation (that is our reference), of EuclidLargeBox, and
of Geppetto simulation boxes. The Geppetto box is tiled a few times to
cover the survey volume; for sake of clarity, the tiling is limited to the
main replications. Here the central axis of the footprint lies on the main
diagonal of the box, however all EuclidLargeBox and most Geppetto
boxes have random orientations of this axis.

(using single precision of the products of collapse time calcula-
tion and using a rather limited boundary layer to minimise mem-
ory overhead) to allow the code to scale to the needed mass res-
olution.

The comoving volume of the produced light-cones is
12.72 h−3 Gpc3, that is 7.35 times larger than the simulated vol-
ume, 1.73 h−3 Gpc3. Figure 1 reports the light-cone volume, lim-
ited to the four redshift bins that contain the spectroscopic sam-
ple (defined below). This is immersed in the Flagship simulation
box (46.7 h−3 Gpc3) that completely contains it. The figure also
reports the Geppetto box, tiled to cover the volume. For sake
of clarity we only report the main replications that cover most
of the survey volume, in fact the tiling extends to all replications
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Fig. 2. Halo mass function n(Mh) of the simulated sets. The upper panel
only shows the mass function of EuclidLargeBox (ELB) for z = 0 and
z = 1, where the line gives the average over the 1000 simulations and
the shaded area gives its sample variance. The two lower panels show
relative residuals, n/nelb − 1 in percent, of the mass function of the first
600 Geppetto simulations, run with V4 of the code (Gep V4), and the
other 2900, run with V5 (Gep V5), with respect to the EuclidLargeBox
measurement, respectively at z = 0 (mid panel) and z = 1 (lower panel).
Here the reported sample variance is relative only to the Geppetto sets.

that have a non-null intersection with the cone.4 Tiling is applied
by using periodic boundary conditions to guarantee continuity of

4 The code includes an algorithm dedicated to determining whether
a given cone and cube intersect, a geometrically non-trivial problem
despite involving only high-school-level maths.
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Fig. 3. Power spectrum monopole of Pinocchio dark matter haloes
from the Geppetto light-cones, with Mh > 1012 h−1 M⊙ in the redshift
range z ∈ [0.9, 1.1]. The continuous lines show measurements in a box
of Lm = 7.2 h−1 Gpc sampled on its fundamental frequency kfm, the
dashed lines show the same measurements with a sampling of 6kfm,
equal to the fundamental mode of the simulation box kfs. Blue and or-
ange lines show respectively averages over 100 mocks with random ori-
entations of the cone axis and with axis aligned with the main diagonal
of the simulation box. The lower panel shows the residuals of the mea-
surements along a random orientation with respect to those with axis
along the main diagonal, plus, in red, the residuals of the two rebinned
measurements.

the density field. To minimise the statistical effect of these repli-
cations, the orientation of the light-cone volume is varied: while
in the first 700 realisations the central axis of the cone, pointing
from the observer to the centre of the sky footprint, is directed
along the main diagonal of the box as in Fig. 1, in the other cases
the axis is aligned along a random direction.

Averaging over so many realisations produces a very smooth
halo mass function that beats down sample variance to negligible
levels up to the mass of galaxy groups. The halo mass function
is shown in Fig. 2; we separate the Geppetto mocks in two sets,
the first 600 simulations, performed with V4 of the code, and
the remaining 2900, run with V5. We also include results for the
EuclidLargeBox set described below. The upper panel gives the
halo mass function Mh n(Mh) at z = 0 and z = 1, and because
the three curves are indistinguishable we only report results for
the EuclidLargeBox set. The lower panels show the relative dif-
ference of the Geppetto halo mass functions with respect to the
EuclidLargeBox one, n/nelb − 1 in percent, again at z = 0 (mid
panel) and z = 1 (lower panel). In all cases the lines show the
average mass functions while the shaded areas give their sample
variance; in the residuals the variance refers only to the Gep-
petto sets, for the denominator nelb we only use the average. The
comparison of the results of V4 and V5 versions shows subtle
percent-level differences. This discrepancy represents a residual
of the calibration process, which is accounted for and reabsorbed
during the subsequent HOD calibration (as discussed in Sect. 5).
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Fig. 4. Correlation matrix of the monopole of the power spectrum of
dark matter haloes with Mh > 1012 h−1 Mpc, measured on the four red-
shift bins with edges in [0.9, 1.1, 1.3, 1.5, 1.8], for the Geppetto sets. The
spurious cross-correlations due to replications are evident.

4.2. The problem of replications

The starting point of any simulation is a realisation of the lin-
ear density field on a periodic box of length Ls, that samples the
Fourier space modes on a regular grid with a cell size equal to
the box fundamental mode kfs = 2π/Ls. While, as illustrated in
Fig. 1, the survey volume is fully contained in the EuclidLarge-
Box volume, in the Geppetto case the box is tiled several times
to cover the light-cone. As pointed out in Howlett et al. (2015),
when the measurement of the power spectrum is performed, a
redshift bin is cut from the cone volume and immersed in a
box of size Lm that is at least twice as large as the largest dis-
tance (in the three dimensions) among galaxies in the catalogue.
Then the resulting density is Fourier-transformed to measure the
power spectrum. The natural sampling of this measurement is
on a Fourier-space grid of cell size kfm = 2π/Lm, smaller than kfs
and not necessarily in some harmonic relation with it. This im-
plies an oversampling of the original Fourier space, that becomes
pretty evident when the survey volume covers several replica-
tions of the box.

To highlight this effect, we computed the power spectrum of
the dark matter haloes of the Geppetto light-cones, with masses
> 1012 h−1 M⊙. In order to correct for the small difference in
halo mass function between the first 600 light-cones and the re-
maining ones (Fig 2), we set the lower limits in halo mass at
1012 h−1 M⊙, corresponding to 66 particles, in the first 600 runs
and to 0.99 × 1012 h−1 M⊙, corresponding to 65 particles, in the
other runs. Although the difference corresponds to only 1 parti-
cle, it is sufficient to ensure a consistent amplitude of the halo
power spectrum. The power spectrum was computed using the
Euclid ground-segment code (Euclid Collaboration: Salvalag-
gio et al., in prep.) that implements a Yamamoto–Bianchi es-
timator (Yamamoto et al. 2006; Bianchi et al. 2015). We pro-
duced catalogues of DM haloes in redshift space, in the red-
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shift range z ∈ [0.9, 1.1], and immersed them in boxes of side
Lm = 7.2 h−1 Gpc. The resulting power spectrum is shown in
Fig. 3, where we show averages for 100 mocks performed with
V4 and with cone axis aligned with the main diagonal (orange
lines) and 100 mocks performed with V5 with random direction
of the cone axis (blue lines) to mitigate the replication problem.
The figure also reports the fundamental modes of the simulation
box kfs and of the measurement box kfm. The beating due to the
oversampling of the Fourier space is very evident especially in
the orange lines, and the randomisation of the cone direction mit-
igates but does not remove the oscillations (averaging over more
realisations further dampens these oscillations without fully re-
moving them).

One may argue that, more than being a problem of the data
set, this is a problem of the measurement. By producing peri-
odic boxes of 1.2 h−1 Gpc we are sampling the density field with
a hard limit on scales: scales larger than the box are simply not
sampled. While replications are a way to produce larger volumes
with a continuous density field, one cannot assume that they are
adding information. So if the natural Fourier grid to measure the
power spectrum of the periodic box is kfs, one should use this
same sampling for the power spectrum in the light-cone. Figure 3
shows the same measurements resampled over 6 times the fun-
damental mode, kbin = 6 kfm = kfs. It is evident that the beating
disappears once the sampling of Fourier space respects the prop-
erties of the original box. However the two measurements show
percent-level differences at large scales, that vanish toward the
first baryonic acoustic oscillation at k ∼ 0.07 h Mpc−1, that may
in part be due to the different code versions. These percent-level
differences may artificially increase the covariance in a scale
range where sample variance is already important, but they are
unlikely to be a significant issue for a cosmological analysis.

Another effect of replications is to create cross-correlations
of different redshift bins. We show in Fig. 4 the correlation ma-
trix (the covariance matrix normalised to its diagonal) of the
power spectrum monopole of dark matter haloes over four red-
shift bins with bin edges in [0.9, 1.1, 1.3, 1.5, 1.8], obtained from
the whole set of 3500 measurement. The cross-correlation of dif-
ferent redshift bins is expected to be non-zero due to lensing (e.g.
Euclid Collaboration: Lepori et al. 2022) or to systematic effects
(Monaco et al. 2019), but none of these effects is present in the
mocks, so these cross-correlations arise due to the replications,
that make the density field of different redshift bins not indepen-
dent. While this is a limitation, non-null cross-covariances may
be needed only for very specific cases, and setting them to zero
is a convenient way to solve the problem in practice.

4.2.1. EuclidLargeBox simulations

The second set of Nreal = 1000 simulations, called EuclidLarge-
Box, was designed to have a more limited set of much larger
and more expensive simulations, not affected by the replications
problem. They are based on a Ls = 3.38 h−1 Gpc box sampled
with Npart = 61443 particles. With these choices, the particle
mass is 1.48× 1010 h−1 M⊙, very similar to that of Geppetto sim-
ulations, and the smallest output halo (with at least 10 particles)
has a mass of Mh = 1.48 × 1011 h−1 M⊙. This box is marginally
smaller than that (3.6 h−1 Gpc) of the Flagship simulation, that is
however sampled with 16 0003 particles, reaching a particle mass
of 109 h−1 M⊙. The halo mass functions of the EuclidLargeBox
set, shown in Fig. 2, are consistent to within 1% with the ones
from the Geppetto mocks. These simulations produced much
larger light-cones, covering half of the sky and starting at red-

shift z = 4. Because the Euclid survey will never go deep in the
zone of avoidance of the Milky Way, sampling Galactic latitudes
always with |b| > 20, light-cones were produced with a sky foot-
print of a circle with radius of θ = 70◦, thus reducing storage
needs by 34% with respect to a really half-sky output. With the
same aim of reducing storage, output in periodic boxes was lim-
ited to redshifts 0 and 1. This produced 215 GB per run, 210 TB
in total, of which 80 GB per run were taken by the light-cones.

To handle the memory overhead of the fragmentation and its
variations over many realisations, it was necessary to allocate
250 bytes per particle, for a total memory requirement of 52 TB.
After a few experiments, we decided to run the code on 24 fat
nodes of the machine Galileo100@CINECA, equipped with 3
TB each and 48 cores per node. Each run took on average of 3
hours 45 minutes, for a computational cost of 4276 core-h per
run, amounting to a total of about 4.3 million core-h.

Due to both larger redshift range and wider sky area, the vol-
ume sampled by the light-cone grows from 12.72 h−3 Gpc3 to
163.86 h−3 Gpc3, that is 4.24 times larger than the simulated box,
whose volume is 38.61 h−3 Gpc3. Indeed, the light-cone is cov-
ered by tiling the box 23 times, including tiles that have very
little overlap in volume. However, much of the volume increase
is due to the higher redshift reached by the light-cone, that is rel-
evant for adding interlopers to the spectroscopic sample due to
catastrophic redshift errors. As shown in Fig. 1, the comoving
volume of a survey from z = 0.9 to 1.8 and with a 30◦ radius sky
footprint is contained in one simulated box. We will use the 30◦
radius footprint for most of the preparation papers, so the mea-
surements of the EuclidLargeMocks galaxy catalogues produced
from the EuclidLargeBox simulations, that are described below,
are expected to be free of the problem of replications.

The volume sampled by the Geppetto and EuclidLargeBox
sets is respectively 6047 h−3 Gpc3 and 38 614 h−3 Gpc3, for a to-
tal of 44 661 h−3 Gpc3, while the light-cones have volumes of
44 529 h−3 Gpc3 and 163 862 h−3 Gpc3. These can be compared
to the 3400 h−3 Gpc3 of our visible Universe. All these numbers
are reported in Table 1, together with the same numbers for two
other sets of simulations produced with Pinocchio and pre-
sented in previous papers, namely the 10 000 Minerva-like simu-
lations used in Oddo et al. (2020) and the 1000 NewClusterMock
simulations aimed at describing galaxy clusters and presented in
Fumagalli et al. (2021). The simulation sets presented here go
down by a factor of ∼ 30 in halo mass, necessary to describe the
spectroscopic sample that Euclid will observe.

This archive of data sets can be compared with other simu-
lation sets available in the literatures, as the remarkable Quijote5

project (Villaescusa-Navarro et al. 2020), that samples a volume
of 82 000 h−3 Gpc3 in boxes of 4 h−1 Gpc of side. While the vol-
ume covered by Geppetto and EuclidLargeBox together is only
half of it, the total volume produced with Pinocchio for Eu-
clid studies, including the low-resolution boxes, is even larger
than this ground-breaking figure; of course, our sets do not (yet)
cover that rich variety of cosmologies. Our data set is unique in
the box size, while still achieving a suitable mass resolution to
sample galaxies, and in the number of light-cones, that presently
provide the largest data set of dark matter haloes in the light-cone
ever produced and shared with the cosmological community.

5. From haloes to galaxies

In this section we describe the procedure that we implemented
to obtain Euclid spectroscopic skies from our collection of halo

5 https://quijote-simulations.readthedocs.io
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Fig. 5. HOD curves Ncen(Mh, z) and Nsat(Mh, z), respectively as con-
tinuous and dashed lines, measured from the Flagship mock catalogue
as described in the main text. The five colours give the curves at five
redshifts, as specified in the legend. The vertical dotted line gives the
minimum halo mass in the Pinocchio mocks.

light-cones, thus bridging the gap from unobservable dark matter
haloes to visible galaxies.

The reference data set for Euclid preparation papers is the
Flagship simulation and mock catalogue described in the Flag-
ship paper. We aim at creating a set of galaxy catalogues that
have the same mean number density and 2-point clustering as
a spectroscopic sample extracted from the Flagship mock, for
a broad range of selections. All the galaxy catalogues that we
produce are contained in a 30◦ radius footprint, as the Geppetto
light-cones; the EuclidLargeBox footprint is much larger, but
to have a consistent approach in the test of the galaxy power
spectrum and 2-point correlation function we decided to use,
across several Euclid preparation papers, this footprint; we thus
call EuclidLargeMocks the galaxy catalogues extracted from the
EuclidLargeBox set of simulations using a 30◦ radius footprint.
This footprint can be fully immersed in the Flagship octant, all
comparisons with Flagship will be done consistently using this
footprint.

The steps that lead from the Flagship N-body simulation to
a set of galaxies with measurable Hα flux are thoroughly de-
scribed in the Flagship paper. The procedure is based on an HOD
conceived and calibrated to produce a very large range of galaxy
properties, with the flux of galaxy emission lines coming at the
end of the process. This makes it impossible to analytically in-
fer HOD curves for galaxies selected in Hα line flux fHα. The
number density of galaxies with fHα larger than a threshold (of
order of f0 defined in Sect. 1) is close to model 3 of Pozzetti
et al. (2016). When plotted as a function of redshift, this number
density shows little blips due to an issue with the interpolation of
internal galaxy extinction; these blips have no appreciable prac-
tical consequences but will be sometimes visible in the figures
that we will show below.

It is not convenient to directly implement such an assignment
scheme to populate thousands of Flagship-like simulations; we
then bypass this whole procedure by measuring the HOD func-
tions directly from the Flagship catalogue. The algorithm, very
similar to that used in the perturbation theory challenge (Euclid
Collaboration: Pezzotta et al. 2024, where it was applied to Flag-

ship haloes in the periodic box), runs as follows. We first set a
selection criterion for the galaxy catalogue, based on a measured
galaxy property, in this case the Hα line flux: fHα > flim. We
repeat the selection using a very fine grid of limiting flux values
flim, starting from 0.5 f0 = 10−16 erg s−1 cm−2, below which we
assume that a reliable measure of redshift is very unlikely. For
each flux cut we measure the two HOD curves relative to central
and satellite galaxies in a grid of halo mass and redshift (without
redshift-space distortions):

Ncen(Mh, z | fHα ≥ flim) =
# of central galaxies

# of haloes
, (1)

Nsat(Mh, z | fHα ≥ flim) =
# of satellite galaxies

# of haloes
, (2)

where the numbers are relative to that specific bin and flux cut.
Here Ncen should be interpreted as the probability that a halo of
given mass and at a given redshift hosts a central galaxy that
satisfies our selection criterion, Nsat as the average number of
satellites in that same halo. We choose a redshift bin δz = 0.01
from 0 to 3 (where the Flagship mock ends) and a mass bin of
δ log10(Mh/M⊙) = 0.083; to limit noise from sample variance
we smooth these curves in redshift with a Gaussian kernel of
width of five bins. The resulting curves are presented in Fig. 5,
as a function of Mh, for fHα > f0 and for several redshifts from
0.9 to 1.8. While Nsat can overshoot unity, Ncen is constrained to
be ≤ 1, and its values flatten at large masses at ∼ 0.4. The plots
also report the mass of the smallest halo in our Geppetto and
EuclidLargeBox simulations as a vertical dotted line, to show
that the number of Hα-emitting galaxies hosted in dark matter
haloes below our mass resolution is expected to be negligible, at
least according to this HOD.

The same algorithm can be used to work out HOD curves for
any other observational selection, like a limit in the Euclid mag-
nitude HE < 24 that defines the photometric sample for which
a measurement of the spectrum is attempted. However, the mass
resolution of our simulation sets has been chosen to resolve the
haloes that contain galaxies of the Euclid spectroscopic sample,
but galaxies of the photometric sample are hosted by smaller
haloes and so a photometric mock catalogue would be incom-
plete, especially at low redshift.

To each halo we associate a single central galaxy, with
a probability Ncen, and a number of satellite galaxies drawn
from a Poissonian distribution with mean Nsat. Central galax-
ies inherit the halo position and velocity, while satellite galaxies
are distributed following a Navarro–Frenk–White profile (NFW,
Navarro et al. 1996), with concentration given by the Diemer &
Joyce (2019) relation and velocities around the halo centre of
mass with magnitude

Vsat(r) = fv

√
GMh(< r)

r
, (3)

where fv is a calibration constant and Mh(< r) is the halo mass
within distance from halo centre r, given by the NFW profile.
Orientations of satellite velocities are randomly drawn from a
sphere. The calibration constant was added to recover the ve-
locity dispersion of Flagship satellites, that is computed with a
more sophisticated scheme aimed at reproducing in detail the ve-
locity dispersion of galaxies in cluster. Its value after calibration
is fv = 0.7.
Pinocchio and N-body halo masses are not expected to be

equivalent, both because Pinocchio’s claimed accuracy is ∼ 5%
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Fig. 6. Comoving number density ng, in h3 Mpc−3, of galaxies as a func-
tion of redshift for Geppetto (orange), and EuclidLargeMocks (red) cat-
alogues, compared with the Flagship catalogue (dark blue points). For
the sets of Pinocchio catalogues we give the average number density
as a continuous line and its standard deviation as a shaded area, while
Flagship values, reported as circles, are assigned the EuclidLargeMocks
variance, reported as an errorbar. We show in the top panel results for
three limiting fluxes, fHα > 0.5 f0, f0, and 1.5 f0. The other panels give,
for each limiting flux, the residuals (ng/nmodel 3 − 1) in percent of sim-
ulated number densities with respect to model 3 from Pozzetti et al.
(2016). The black lines denote the zero value of the residuals.

in the halo mass function and because it has been calibrated to
reproduce haloes found with the friends-of-friends algorithm,
not those found with the Rockstar halo finder (Behroozi et al.
2013) used in the Flagship simulation (see Euclid Collaboration:
Castro et al. 2023 for a discussion of the differences among halo
finders). Moreover, Pinocchio is able to reproduce the linear
halo bias to within a few percent (Paranjape et al. 2013; Mu-
nari et al. 2017b), and this difference in clustering amplitude can
be absorbed by halo calibration. This was done in Oddo et al.
(2020), where an optimal reproduction of the halo bispectrum
and its covariance was achieved by calibrating the mass cuts of
simulated and Pinocchio haloes so as to have the same ampli-
tude of the power spectrum. To apply this HOD to our halo light-
cones, we calibrate halo masses with a clustering matching (CM)
procedure, described in detail in the Appendix, and different
from the abundance matching (AM) procedure that would guar-
antee consistency in the galaxy number density. Once the clus-
tering level is matched, matching of number density is achieved
by multiplying the HOD curves Ncen and Nsat by the ratio of a
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Fig. 7. Power spectrum multipoles of galaxies with fHα > f0, for Flag-
ship (blue points), the first 1000 Geppetto mocks (orange lines and
shaded areas), and the 1000 EuclidLargeMocks (ELM, red lines and
shaded areas). We show here the first redshift bin, z ∈ [0.9, 1.1]. For the
Pinocchio sets we report the average measurement as a line and its
variance as a shaded area; Geppetto and ELM lines are very similar and
hard to distinguish. The Flagship points are assigned an errorbar equal
to the standard deviation of the EuclidLargeMocks.

target number density and the measured one. Indeed, as long as
the largest value of Ncen remains below unity, these curves can
be shifted up or down with no effect on the clustering amplitude
(apart the obviously different shot noise level), as the changing
amplitude leads to a different sampling of the parent halo distri-
bution, keeping the ratios of haloes of different mass constant.

The number density of the Flagship catalogue was calibrated
to reproduce model 3 of Pozzetti et al. (2016), achieving an ac-
curacy of roughly 5%, larger than the expected sample variance
though not larger than the observational uncertainty. As a target
number density we then used that of the Flagship catalogue. We
fitted the ratio of the number density obtained with CM, aver-
aged over 100 mocks, and the Flagship density with a 4th-order
polynomial, and used this fitted ratio to modulate the two HOD
curves as a function of redshift. We give the resulting number
density ng in Fig. 6, compared with that of the Flagship mock
on the same 30◦ radius footprint and with model 3, for three flux
limits, fHα > 0.5 f0, f0, and 1.5 f0, amounting to 1, 2 and 3×10−16

erg s−1 cm−2. For the Geppetto and EuclidLargeMocks sets we
report the standard deviation of the number density as a shaded
area; the same standard deviation (from the EuclidLargeMocks)
is assigned to the Flagship and shown as an errorbar. The three
lower panels report the difference of the number densities with
respect to model 3 predictions (not reported in the above panel)
for the three flux limits. The Flagship mock fluctuates around the
Geppetto and EuclidLargeMocks average values in a way that is
compatible with the expected standard deviation, with some dif-
ference at the lowest redshift; at low flux the little blips in the
Flagship number density, at z = 1 and 1.5, is due to the issue
connected to the interpolation of internal extinction mentioned
in Sect. 5.

We conclude this section by arguing that the small differ-
ences in number density and halo clustering between N-body
and Pinocchio haloes found in Sect. 4 are not relevant in prac-
tice as they can be calibrated away. The aim of these simulation
sets is to provide the covariance of clustering measurements of
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an observed galaxy sample, and this aim is achieved by cali-
brating the HOD (or in general the algorithm used to populate
haloes with galaxies) to reproduce its properties. Suppose that
one calibrates an HOD on the galaxy number density and 2-
point clustering amplitude, and performs this calibration inde-
pendently using an N-body and a Pinocchio halo light-cone.
The small differences in halo properties will result in slightly
different HOD parameters, with virtually identical results on the
calibrated quantities. Such small differences will have negligible
impact on the clustering covariance, whose leading terms are re-
lated to the amplitude of the power spectrum, that is matched to
the data. Moreover, the accuracy requirement on the covariance
is weaker than the one on the average measurement, so percent-
level effects will likely be negligible. At the same time, given
that we are not predictive in how a specific galaxy sample pop-
ulates DM haloes, we can consider the HOD as a nuisance for
cosmological parameter inference; as long as we are able to ef-
fectively marginalise over nuisance parameters, the details of the
HOD will be immaterial to the final results.

6. Validation

In this section we present the validation tests that we have per-
formed to demonstrate that the mocks can faithfully represent
the covariance of the Flagship galaxy mock. Most effort is de-
voted to test the EuclidLargeMocks set, that is not affected by
the issue of replications (Sect. 4.2), but given the very consistent
results of the code in the two configurations one can safely ex-
tend the validity of the tests to the Geppetto set, at least on the
scales well sampled by the simulation box of 1.2 h−1 Gpc. In all
cases the Flagship is projected on a 30◦ radius circle to have the
same footprint as the other mock catalogues.

We first test the results for the galaxy power spectrum at the
nominal flux limit f0, for both the Geppetto and the EuclidLarge-
Mocks sets. We use all the 1000 EuclidLargeMocks and the first

1000 Geppetto mocks, the binning of the power spectrum is at
6 fundamental modes to suppress the beating of Geppetto mea-
surements due to replications. We show in Fig. 7 the first three
even multipoles of the first redshift bin, z ∈ [0.9, 1.1]. The power
spectra of Geppetto and EuclidLargeMocks are so similar that it
is hard to distinguish them in the figure, both in the mean and in
the standard deviation; in particular, a (very) close analysis of the
figure shows that the standard deviation of the Geppetto mocks is
some ∼ 5% smaller than that of the EuclidLargeMocks, and this
is broadly consistent with the missing super-sample covariance
in the smaller simulated volume, while adding together simula-
tions performed with different code versions does not seem to
contribute. Both average power spectra reproduce very closely
the measurement of the Flagship mock in the same footprint; for
this summary statistics Flagship is consistent with being a real-
isation drawn from the set, the largest discrepancy being a flare
in the Flagship quadrupole on large scales that is however con-
sistent with being a statistical fluctuation.

To give a more comprehensive view of the results, Figs. 8 and
9 show the power spectrum and 2-point correlation function mul-
tipoles of the galaxy catalogue cut at the fiducial flux limit, fHα >
f0, for the four redshift bins bounded by [0.9, 1.1, 1.3, 1.5, 1.8],
for Flagship and for the 1000 EuclidLargeMocks. Each column
of panels reports the value of the reduced chi-squared, χ2

r rela-
tive to that redshift bin, computed for k < 0.2 h Mpc−1 (power
spectrum) and r between 50 and 150 h−1 Mpc (two-point cor-
relation function), using the three multipoles of the Flagship
mock as data vector and the EuclidLargeMocks as model and
covariance (see Fig 11 below). In all cases the agreement is ex-
cellent: for the power spectrum, and in the wavelength range
k < 0.2 h Mpc−1 typically used in standard inference of cos-
mological parameters, the Flagship measurement is consistent
with being drawn from a realisation of the EuclidLargeMocks,
while at higher wave-numbers the EuclidLargeMocks tend to
overestimate its quadrupole, and underestimate the monopole in
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Fig. 9. Two-point correlation function multipoles of galaxies with fHα > f0, for Flagship (blue points), and EuclidLargeMocks (red lines), in the
four redshift bins as indicated at the top of each column of panels. Lower panels show the residuals of the Flagship measurements with respect to
the average EuclidLargeMocks in units of the standard deviation of the latter.

the last redshift bin by 7%. As mentioned in the Appendix, we
calibrated the CM relation by requiring an accuracy better than
10% on the scales dominated by the one-halo term, so this differ-
ence can be decreased by improving the HOD calibration. The
overestimation of the quadrupole was already noticed by Munari
et al. (2017b) and, not only for the Pinocchio code, by Blot
et al. (2019), and will need a specific mitigation strategy if the
scale cut is going to be more aggressive than k < 0.3 h Mpc−1.
These differences are less visible in the 2-point correlation func-
tion (Fig. 9), where the (much more correlated) measurements of
the Flagship mock are always consistent with being drawn from

the distribution of the EuclidLargeMocks. Here the small appar-
ent shift in the baryonic-acoustic-oscillation (BAO) peak visible
in the monopole is consistent with sample variance; this is ev-
ident from the low χ2

r values, but we also checked that fitting
the BAO peak for the average measurement and for the Flag-
ship mock provides very consistent results (Euclid Collabora-
tion: Sarpa et al., in prep.). As noticed above, in both estimators
the Flagship measurements show large and sometimes signifi-
cant (∼ 3σ) flares of the quadrupole on large scales.

The accuracy with which luminosity-dependent galaxy bias
is reproduced is shown in Fig. 10. We report here the monopole
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Fig. 10. Power spectrum monopole of galaxies in the Flagship mock and in the EuclidLargeMocks, for fHα > 0.5 f0, f0, and 1.5 f0, and for
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the average EuclidLargeMocks in units of the standard deviation of the latter.
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Fig. 11. Correlation matrices of the first three even multipoles of the power spectrum (left) and of the 2-point correlation function (right), for all
the redshift bins.

of the power spectrum for flux cuts fHα > 0.5 f0, f0, and 1.5 f0,
in the first and last redshift bin (z ∈ [0.9, 1.1] and z ∈ [1.5, 1.8]).
Luminosity-dependent bias is well reproduced, although at the
lowest flux we notice an underestimation of the monopole that
would require a more sophisticated implementation of CM to be
removed; the number of galaxies detected in the actual survey

at such low fluxes is expected to be small, so this discrepancy is
unlikely to be a significant problem.

These measurements allow us to construct a numerical co-
variance matrix that takes into account in full detail the geome-
try of the survey. Figure 11 shows the correlation matrices of all
the multipoles of the power spectrum for all the redshift bins, on
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Fig. 12. Posteriors of parameter inference obtained by fitting the Flagship (black and blue lines) and one of the EuclidLargeMocks (red and green
lines) with cuts at k < 0.2 h Mpc−1 (lower-left corner with red and black lines) and k < 0.3 h Mpc−1 (upper-right corner with blue and green lines).

the left for the power spectrum and on the right for the 2-point
correlation function. In this case the correlation of different red-
shift bins is very low, as expected, showing that the problem of
replications is absent in the EuclidLargeMocks.

We use these covariances in one example of inference, sim-
ilar to what is done in Euclid Collaboration: P. Monaco et al.
(in prep.). We fit the Flagship power spectrum multipoles across
four redshift bins using a model based on the effective field the-
ory of large-scale structure (see Cabass et al. 2023, for a re-
cent review). Model and likelihood evaluations are performed
using the Gaussian process emulator Comet (Eggemeier et al.
2022), while posterior estimation is conducted with NAUTILUS

(Lange 2023). We fit the monopole and quadrupole of the power
spectrum, binned in k with an initial bin ki = 6 kF ∼ 5.4 ×
10−3 h Mpc−1 and bin size ∆k = 6 kF. The maximum wave-
number kmax is varied across different fits. The model includes
five cosmological parameters: {h, ωc, As, ns, ωb}, whereω = Ω h2

and c stands for cold dark matter, b for baryons, while As and ns
are the normalisation and the spectral slope of primordial per-
turbations. We adopt wide uniform priors for all parameters ex-
cept for the spectral index ns, which follows a Gaussian prior
N(0.96, 0.041), and the baryon density parameter, which fol-
lowsN(2.218× 10−2, 0.055× 10−2). Additionally, we vary three
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bias parameters {b1, b2, γ21} for each redshift bin and analytically
marginalise over the counter- and shot noise terms.

We also use one of the measurements from the EuclidLarge-
Mocks as a data vector and rerun the chains to get another set
of parameter values. Figure 12 shows the resulting parameter
posteriors (with the exception of ωb, that is prior-dominated),
where the black and red lines in the lower left triangle give re-
sults obtained respectively with Flagship and EuclidLargeMocks
using a conservative cut of k < 0.2 h Mpc−1, while the blue and
green lines in the upper-right triangle give results obtained using
a more aggressive k < 0.3 h Mpc−1 cut. In all cases the contours
are consistent among themselves to within 1σ, while inferred
values of cosmological parameters are consistent with the true
ones. This test demonstrates that the EuclidLargeMocks can be
safely used to do parameter inference for Euclid galaxy cluster-
ing.

7. Prospects and conclusions

We presented the largest collection of simulated dark matter
haloes in the light-cone ever produced, and a corresponding set
of 3500+1000 galaxy mock catalogues of the Euclid spectro-
scopic sample that cover each an area of 2763 deg2, larger than
the planned area of DR1 in Euclid Collaboration: Scaramella
et al. (2022) and roughly one fifth of the final EWS. The sim-
ulations were produced with the Pinocchio code for the gener-
ation of approximate catalogues of dark matter haloes, in a nu-
merical effort of ∼ 5 000 000 core-h that produced ∼ 300 TB of
halo catalogues. The galaxy mock catalogues were obtained by
extracting an HOD from the Flagship mock catalogue described
in the Flagship paper, and calibrating it to absorb the little differ-
ences in the clustering and number density of Pinocchio and
simulated haloes.

We validated these sets of galaxy mock catalogues by com-
paring number densities, power spectra and 2-point correlation
functions, of haloes and galaxies with different halo mass or line
flux cuts and in four redshift bins from z = 0.9 to 1.8, with
the same measurements of the Flagship spectroscopic catalogue.
We found that the spectroscopic sample drawn from the Flag-
ship mock catalogue is consistent with being a realisation drawn
from one of our sets, and this is testified by the reasonable val-
ues of χ2

r obtained using the Flagship multipoles as a data vector
and the EuclidLargeMocks for the model and the covariance. We
identified two main limitations of our mocks, in particular the
Geppetto set is affected by the relatively small box size, repli-
cated several times to fill the light-cone volume. This results in
spurious oscillations of the galaxy power spectrum that can be
mitigated by performing the measurements in units of the funda-
mental mode of the simulation box. This problem does not affect
the EuclidLargeMocks, where the survey volume is contained in
the simulation box. Also, For both sets we noticed an overesti-
mation of the power spectrum quadrupole at k > 0.2 h Mpc−1.
Conversely, we noticed a flare of the quadrupole of the Flag-
ship galaxies on the largest scale that is consistent with being a
statistical fluctuations, while some blips in the Flagship galaxy
number density are due to a known issue in the interpolation of
internal extinction needed to compute the Hα line flux.

As a test of this consistency, we verified that using the power
spectrum of a single EuclidLargeMocks or the Flagship mock
for inferring parameters in a maximum likelihood fit, where the
numerical covariance is obtained from the EuclidLargeMocks,
gives consistent posteriors for all the cosmological and nui-
sance parameters. This remains true even when pushing the
scale cut to k < 0.3 h Mpc−1, showing that the overestimation

of the quadrupole does not bias cosmological inference. This
fully demonstrates the usability of these mock catalogues for
analysing Euclid’s DR1.

The EuclidLargeMocks are being extensively used in many
Euclid preparation papers, especially in the papers of the Ob-
servational Systematics Key Project presented by Euclid Col-
laboration: P. Monaco et al. (in prep.), and in the papers
of the Organisation Unit for Level-3 products, in particu-
lar for testing the estimator of the power spectrum (Euclid
Collaboration: Salvalaggio et al., in prep.). Simulated cata-
logues of dark matter haloes on the light-cone are going to
me made available at https://adlibitum.oats.inaf.it/
pierluigi.monaco/euclid_mocks.html by August 2026,
Euclid mock catalogs will be released together with the Flagship
mock catalogue.
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Table A.1. Coefficients of the relations that map Pinocchio halo
masses to Flagship AM masses (Eq. A.1), for the two code versions
used in this paper.

V4 V5
a1 0.0243 0.0302
a2 −0.0463 −0.0458
b1 0.923 0.923
b2 0.0220 0.0219
c1 0.007 29 0.006 73
c2 0.002 98 0.002 99

Appendix A: Calibration of Pinocchio and Flagship
halo masses

This Appendix describes the adopted procedure to match
Pinocchio and Flagship haloes in AM and CM (see Sect. 5).
Binning haloes in redshift with bin size δz = 0.01, we mea-
sure the cumulative halo mass function of the Flagship simu-
lation (over its octant footprint) and the stacked one from all the
Pinocchio mocks of a set. AM of halo masses is then obtained
by computing the Flagship and Pinocchio halo masses that give
the same halo number densities. Because we have only one Flag-
ship simulation, a direct match in number density would propa-
gate its noise, so we fit the relation between the logarithms of the
two masses with a second-order polynomial; this was found to
be very accurate in the halo mass range of interest, namely from
1011 h−1 M⊙ to 1013 h−1 M⊙. We then linearly interpolate in red-
shift the three fitting coefficients of the power laws, thus creating
an AM model for mapping Pinocchio halo masses to Flagship
halo masses, MAM

MAM,12 = (a1+a2z)+ (b1+b2z) Mpin,12+ (c1+c2z) M2
pin,12 , (A.1)

where MAM,12 := log10(MAM/1012 h−1 M⊙) and Mpin,12 :=
log10(Mpin/1012 h−1 M⊙) . The coefficients are given in Table A.1
for V4 and V5 of the code.

A brute-force determination of CM would imply to mea-
sure power spectra for hundreds of mock catalogues for many
halo mass thresholds and redshifts; we resort to a more conve-
nient procedure by assuming that the relation between AM and
CM masses is well represented by a power law with redshift-
dependent coefficients. This leaves us with two parameters, that
are calibrated using the galaxy catalogues. We require that,
at k < 0.2 h Mpc−1, the average clustering amplitude of 100
Pinocchio galaxy catalogues with fHα > f0, measured in the
four redshift bins with edges in [0.9, 1.1, 1.3, 1.5, 1.8], is consis-
tent with the Flagship one projected onto the same 30◦ radius
footprint, to within the predicted variance. On smaller scales,
that are hardly used by the standard inference methods but are
necessary to constrain the one-halo term, we require that the
clustering amplitude is always reproduced to better than 10%.
After a trial-and-error procedure based on 100 catalogues, we
find that the CM masses of the Flagship mock is well reproduced
with the present scaling

log10(MCM/M⊙) = log10(MAM/M⊙)−0.125−0.175 (1−z) , (A.2)

with no dependence on the code version. Figure A.1 shows the
resulting relation between Pinocchio and Flagship halo masses
valid for V5 of the code, in the case of AM and CM, at redshifts
z = 0.9 and z = 1.8.
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Fig. A.1. Relation between Flagship and Pinocchio masses (valid for
V5 of the code) in the case of AM and CM, at the two redshifts z = 0.9
and z = 1.8.

Article number, page 19 of 19


	Introduction
	Context
	Code
	FFT solver
	Fragmentation code

	Dark matter catalogues and light-cones
	Geppetto simulations
	The problem of replications
	EuclidLargeBox simulations


	From haloes to galaxies
	Validation
	Prospects and conclusions
	Calibration of Pinocchio and Flagship halo masses

