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Figure 7. Comparison between galaxy colour–magnitude and colour–mass relations. Colour is plotted versus (a) Mu , (b) Mr and (c) logM. The dashed and
solid lines represent logarithmically spaced density contours with four contours per factor of 10; the number densities are completeness- and volume-corrected.
The dotted lines represent galaxies with stellar masses of 1010 and 1011 M⊙. The grey regions represent the colour means and ±1σ ranges of the red and blue
sequences. The dash–dotted lines represent the best-fitting dividers between the sequences based on the criteria of Paper I.

stellar mass is closer to a fundamental predictor of a galaxy’s colour
than luminosity. The dash–dotted lines in the figure represent the
best-fitting dividing lines between the red and blue sequences, using
the optimal criteria of Paper I.

When dividing the galaxy population by environment, it becomes
more difficult to proceed with the full-fitting procedure. For cases
where many environmental bins are used, the number of galaxies
in each sequence is defined by galaxies redder and bluer than the
best-fitting dividing line [dash–dotted line in Fig. 7(c)]: Cur ,divide

varies from 1.8 to 2.5, for logM from 9.0 to 11.5; T function with
parameters of p0,1 = (2.18, 0), q0,1,2 = (0.38, 10.26, 0.85).

Figure 8. GSMFs. In panels (a) and (b), the symbols and lines represent different environments as shown in the legend of panel (a). Note that the unusual
y-axis, with respect to standard mass or luminosity functions, shows clearly that the ‘peak’ in the mass function is near the Schechter break (logM∗). Panel (a)
shows the binned functions (the median errors are 5 per cent), while panel (b) shows the Schechter function fits. Inset panel (c) shows logM∗ versus log ".
The diamonds represent logM∗ as defined by the parameter in the fit, while the squares represent the peaks of the fits given by log[M∗(α + 2)] . Note that
a standard Schechter function fit is only valid over the range from about 9.5 to 11.5, and there is a statistically significant upturn in the faint-end slope at low
masses (cf. Paper I; Blanton et al. 2005b; Appendix A). Inset panel (d) shows the approximate fractional contribution to the stellar mass density of the Universe
($stars ≈ 0.002) for each environmental bin from high to low densities (top to bottom of panel). Plots of the GSMFs using double Schechter fits and using
number versus logM are shown in Fig. A1.

3.3 Environmental dependence of the galaxy stellar
mass functions

Before considering the variation in the colour–mass relations, it is
important to note that the galaxy stellar mass functions (GSMFs)
vary significantly with environment. The galaxy population was di-
vided into 12 environment bins and 16 mass bins. Fig. 8 shows the
variation in the GSMFs with environment. The GSMFs are plotted
using mass fraction normalized by total mass within each environ-
ment bin (i.e. the integral under each curve is unity). This has two
advantages: (i) the y-axis values range over two orders of magnitude
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M* vs gas

• M* is strongly related with gas fraction: just a consumption 
argument?

• SFE (or SF time-scale) appears largely independent of M*

GASS II: The Star Formation Efficiency of Massive Galaxies 9

Figure 5. H i and SFR density and volume-averaged SFE vs. logM⋆. For upper and lower panels, black dots show results derived
from H I detections only, brown dots are derived including non-detections, with H I masses set to calculated upper limits. Left: Densities
shown per logM⋆ bin (0.25 dex). Right: Cumulative density above a given M⋆. Top: H i density, ρHI . Dotted line indicates cumulative
H i density derived from Springob, Haynes, & Giovanelli (2005) Middle: SFR density. Dotted lines show SFR density, ρSFR vs. M⋆ from
Schiminovich et al. (2007). Middle Right: Dashed line indicates total value from Salim et al. (2007). Bottom: Star formation efficiencies
(or inverse gas consumption timescales). Blue, black and red horizontal dashed lines correspond to high, average and low SFE values
found for individual galaxies.
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Schiminovich+10Catinella+10

The GALEX Arecibo SDSS Survey – I 701

Figure 9. Average trends of H I mass fraction as a function of stellar mass, stellar mass surface density, concentration index and observed NUV− r colour
based on the representative sample discussed in Section 7.2. In each panel, large circles indicate average gas fractions (weighted as explained in the text). These
were computed including the non-detections, whose H I mass was set to either its upper limit (dark green) or zero (red). Green triangles are weighted medians.
The average number of galaxies in each bin, Ni, is indicated above the x-axis; only bins with N i ≥ 8 are shown. These results are listed in Table 4. Galaxies in
the GASS parent sample detected by ALFALFA are plotted as small grey circles. The dashed line in the first panel shows the H I detection limit of GASS.

determined such proportions for each stellar mass bin as follows.
We used the ALFALFA catalogue footprint available to date to es-
timate the fractions of GASS parent sample galaxies detected by
ALFALFA (f AA) and in the S05 archive (f S05, not counting those
already in f AA). One complication is that we observed targets out-
side that footprint, some of which might turn out to be ALFALFA
detections, and we should not count these twice. Thus, let us call NG

and NG,<AA the total number of GASS objects in the given stellar
mass bin and those below the ALFALFA detection limit, respec-
tively. The numbers of ALFALFA and S05 galaxies that should be
added back into the sample, for each stellar mass bin, are

NAA = NG,<AA

1 − fAA
× fAA − (NG − NG,<AA),

where (NG − NG,<AA) effectively count as ALFALFA detections
(they would be if that survey was already completed), and

NS05 = NG,<AA

1 − fS05
× fS05,

where, as noted above, f S05 does not include ALFALFA detections.
Repeating this process for each stellar mass bin yields a sample of
∼200 galaxies.

In order to better account for statistical fluctuations, we generated
100 such catalogues, each time selecting objects randomly from
the ALFALFA and S05 data sets in the correct proportions. More
specifically, each catalogue is obtained by adding N ′

AA and N ′
S05

galaxies to each M⋆ bin of the GASS data set, where N ′
AA and N ′

S05

are random Poisson deviates of NAA and NS05, respectively. The
catalogues contain between 179 and 193 galaxies (187 on average);
thus, the percentage of H I-rich galaxies added to the GASS sample
is less than 10 per cent. This is illustrated by the blue symbols
in Fig. 8 for one of these catalogues (red and green symbols are
GASS detections and non-detections, respectively, and blue circles
are randomly selected H I-rich galaxies that were added to each M⋆

bin).
When we compute the average H I gas fraction as a function of

different galaxy properties, we do so based on the 100 catalogues
discussed here. The average data set obtained from these catalogues
will be referred to henceforth as our representative sample. To
estimate error bars, we also tried to take into account the variance
internal to the GASS sample itself using standard bootstrapping
techniques. We generated 100 random catalogues in a similar way
to that described above, but we also draw random indices for GASS
galaxies (allowing for repetitions). The catalogues in this second
set include between 179 and 200 galaxies each (189 on average).

7.3 Gas fraction scaling relations

In Fig. 9, we show how the average H I mass fraction of massive
galaxies varies as a function of stellar mass, stellar mass surface
density, concentration index and observed NUV− r colour. This
quantity is calculated for each of the 100 catalogues described
in the previous section that do not include bootstrapping of the

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 403, 683–708



Mass-Metallicity Relations

mass, we invoke another well-known empirical correlation,
the Schmidt star formation law (Schmidt 1959; Kennicutt
1998), which relates the star formation surface density to the
gas surface density.

For each of our galaxies we calculate the star formation rate
(SFR) in the fiber aperture from the attenuation-corrected H!
luminosity following Brinchmann et al. (2004).

We multiply our SFRs by a factor of 1.5 to convert from a
Kroupa (2001) IMF to the Salpeter IMF used by Kennicutt
(1998). Our SDSS galaxies have star formation surface den-
sities that are within a factor of 10 of !SFR ¼ 0:3 M" yr#1

kpc#2, exactly the range found by Kennicutt (1998) for the
central regions of normal disk galaxies. We convert star for-
mation surface density to surface gas mass density, !gas, by
inverting the composite Schmidt law of Kennicutt (1998),

!SFR ¼ 1:6 ; 10#4 !gas

1 M" pc#2

! "1:4

M" yr#1 kpc#2: ð5Þ

(Note that the numerical coefficient has been adjusted to in-
clude helium in !gas.) Combining our spectroscopically de-
rived M/L ratio with a measurement of the z-band surface
brightness in the fiber aperture, we compute !star, the stellar
surface mass density. The gas mass fraction is then "gas ¼
!gas=(!gas þ !star).

In Figure 8 we plot the effective yield of our SDSS star-
forming galaxies as a function of total baryonic (stellar+gas)
mass. Baryonic mass is believed to correlate with dark mass, as
evidenced by the existence of a baryonic ‘‘Tully-Fisher’’ rela-
tion (McGaugh et al. 2000; Bell & de Jong 2001). We are inter-
ested in the dark mass because departures from the ‘‘closed
box’’ model might be expected to correlate with the depth of
the galaxy potential well. Data on the distribution of the ef-
fective yield at fixed baryonic mass are provided in Table 4.
Because very few of our SDSS galaxies have masses below
108.5 M", we augment our data set with measurements from
Lee et al. (2003), Garnett (2002), and Pilyugin & Ferrini
(2000), all of which use direct gas mass measurements. We

Fig. 6.—Relation between stellar mass, in units of solar masses, and gas-phase oxygen abundance for '53,400 star-forming galaxies in the SDSS. The large
black filled diamonds represent the median in bins of 0.1 dex in mass that include at least 100 data points. The solid lines are the contours that enclose 68% and 95%
of the data. The red line shows a polynomial fit to the data. The inset plot shows the residuals of the fit. Data for the contours are given in Table 3.
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Figure 2. Three projections of the FMR among M⋆, SFR and gas-phase metallicity. Circles without error bars are the median values of metallicity of local
SDSS galaxies in bin of M⋆ and SFR, colour-coded with SFR as shown in the colour bar on the right-hand side. These galaxies define a tight surface in the 3D
space, with dispersion of single galaxies around this surface of ∼0.05 dex. The black dots show a second-order fit to these SDSS data, extrapolated towards
higher SFR. Square dots with error bars are the median values of high-redshift galaxies, as explained in the text. Labels show the corresponding redshifts. The
projection in the lower left-hand panel emphasizes that most of the high-redshift data, except the point at z = 3.3, are found on the same surface defined by
low-redshift data. The projection in the lower right-hand panel corresponds to the mass–metallicity relation, as in Fig. 1, showing that the origin of the observed
evolution in metallicity up to z = 2.5 is due to the progressively increasing SFR.
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Mass vs Environment  
And Nature vs Nurture

• Stellar mass sets the trends, 
environment is a secondary parameter

Baldry+2006

Bimodality

Ages and Metallicities of Centrals and Satellites 9

Figure 5. Ages and metallicities of central and satellite galaxies as function of stellar mass (left-hand panels) and halo mass (right-hand
panels). From top to bottom the panels show the luminosity-weighted ages (panels a and d), the mass-weighted ages (panels b and e)
and the stellar metallicities (panels c and f). The grey band in each panel marks the 16th-to-84th percentile range of the distribution
of centrals, with the dotted line indicating the corresponding median. The coloured solid lines indicate the medians for satellites in
logarithmic bins of halo mass (left-hand panels) or stellar mass (right-hand panels), as indicated in panels b and e (stellar and halo
masses are in h−2 M⊙ and h−1 M⊙, respectively). The coloured filled circles indicate the corresponding medians for the centrals in those
bins, with the associated mean logarithmic values of Mh and M∗ indicated in panels c and f , respectively.
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Fig. 3.—Top left: Relation between morphology and environment for gal-
axies in four different mass bins. Top right: Relation between morphology
and galaxy mass for different density bins. Bottom left: Relation between
structure (Sérsic parameter n) and local surface density for galaxies in different
mass bins. Bottom right: Relation between structure and galaxy mass in dif-
ferent density bins. Morphology depends mostly on environment, not on galaxy
mass. Structure, on the other hand, depends mainly on galaxy mass, and only
weakly on environment.

Fig. 4.—Graphical illustration of the result that morphology mainly depends
on environment, and structure mainly on mass. The size of the filled, red
circles (increasing from bottom to top) corresponds to the early-type galaxy
fraction; the gray scale of the background (increasing from left to right) cor-
responds to the fraction of galaxies with .n 1 2.5

Fig. 5.—Fraction of smooth galaxies (with ) as a function of colorB ! 0.25
for low-mass galaxies. The fraction of smooth, red galaxies is much larger
than the fraction of smooth, blue galaxies (with the notable exception of the
reddest galaxies). This implies that star formation is responsible for the in-
creased bumpiness of blue galaxies.

left). The remarkable interdependencies of morphology, struc-
ture, mass, and environment are visually illustrated in Figure 4.

It is noteworthy that the dependence of galaxy structure on
mass is much stronger than the morphological dependence on
environment. Over 3 orders of magnitude in local surface den-
sity, early-type fractions change only from ∼25% to ∼50%,
whereas the fraction of galaxies with increases fromn 1 2.5
∼25% to ∼75% over little more than 1 order of magnitude in
mass (see Fig. 3). In that respect environment only plays a
secondary role in shaping the galaxy population.

It is intuitively clear that the key to understanding the differ-
ence between structure and morphology, which is solely due to
the bumpiness parameter, is star formation activity. The definition
of morphology as used in this Letter, i.e., a combination of n
and B, which is a measure of the deviation from a smooth profile,
explicitly uses signs of star formation (spiral arms and star-
forming regions) to separate late-type from early-type galaxies.
This was quantified earlier by Takamiya (1999), who showed
that residuals from smooth profile fits correlate with Ha emission
lines maps. Furthermore, Baldry et al. (2006) show that color,
like morphology, depends on environment for galaxies with a
given mass, trends that we also see in our sample.

In Figure 5 we explicitly show the relation between color
and B. For low-mass galaxies, which have a large range in
color, the fraction of smooth galaxies, those with ,B ! 0.25
increases toward redder colors. A notable deviation from this
trend is that the reddest galaxies with are gen-(u ! g) ! 1.850

erally not smooth. Visual inspection of this small number (5%)
of very red galaxies shows that these are edge-on disk galaxies
and irregular galaxies, such that their colors can be explained
by high extinction.

Since star formation is generally confined to disks, color
gradients, like bumpiness, are expected to trace morphology.

Park & Choi (2005) design color versus color gradient criteria
that, combined with concentration index, effectively distinguish
visually classified early- and late-type galaxies. Following up
on this, Park et al. (2007) find results similar to those we present
here: they find that, at fixed luminosity, morphology depends
on environment, whereas the dependence of the concentration
index on environment is much weaker. It is encouraging that
these results and ours are similar, because it is not self-evident
that a morphological classification method based on colors be-
haves the same way as a method that involves spatial infor-
mation that more directly corresponds to visual classifications.

We note that morphology behaves intrinsically differently as
a function of stellar mass and luminosity. Park et al. (2007)
find at fixed density a rather strong relation between luminosity
and early-type galaxy fraction. At luminosities for which our

Age and Z Morphology

Van der Wel (2008)



MASS IS KING
(cit. Darren Croton, Kuala Lumpur, Malaysia, 2009)



Key Question: 
What’s Behind All This?

• M*-age-Z-sSFR relations suggest that there is limited choice for SFH 
of a galaxy and the “end-product” normalisation (=M*) plays a key role
• stars belonging to massive galaxies formed early, in a quickly enriched 

ISM and with a fast consumption of the gas
• less massive galaxies are allowed to have much more extended SFH

• Transition mass, “red”/early above ~3⋅1010, “blue”/late below
•  evolution in z (Pannella+09) or not (Bell+07)? which “downsizing”?
• why? feedback? transition in gas accretion/SF mode?

• Secular evolution and Dynamics: key role of stellar mass in 
determining secular bulge growth, bars, redistribution of angular 
momentum and matter, stability of the gaseous disk



Measuring M* Across Cosmic 
Time And Galaxy Types

• Stellar mass, arrow of time

• Accuracy is crucial! (i.e. a factor ~2 is not good, not anymore)
• Evolution of scaling relations
• Blue to red transition: requires unbiased knowledge of stellar mass 

for different populations
• The mystery of the non-evolving massive end

• lack of accretion or diffusion of stars?
• Mapping stellar mass to analyse internal galaxy dynamics



• “Stellar mass is just a luminosity corrected by a color 
term” (anonymous astronomer, Kuala Lumpur, Malaysia, March 2009)

• ...if you just knew this term!
• SED interpretation/fitting: SED→M*/L

• derive SF and chemical enrichment history via inversion of 
SSP linear combination... tough and degenerate!

• Monte Carlo / bayesian approach, based on large 
comprehensive libraries:
• multivariate likelihood function marginalisation, required 

to take degeneracies into account

How (Well) Do We Estimate Stellar Masses?
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• Structure bias: some regions outshine the rest
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Let’s Make Assumptions
• SFH:

• exponentially declining
• with burst (Kauffmann, Samir, Gallazzi, DaCunha...)
• distribution of τ, t0 and burst fraction

• Single metallicity, but randomly distributed (“how” is more than a detail…)
• SPS models: assume one! BC03 probably still best option

• problems with TP-AGB treatment (Maraston05, CB07 not so good...) 
• IMF 

• bottom light (Chabrier 2003)
• Dust “hiding” stars

• differential model (ISM+birth cloud, Charlot&Fall 2000)
• Forget forgotten contaminants...

• no emission lines, nor hot dust
• Everything can (must) be improved!
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SED Diagnostics

• Look for bands that are maximally sensitive to 
the bulk of M*
• minimize M/L variation: NIR?

• Broad band colors, esp. UV-opt-NIR
• well known age-Z-dust degenerate effect 

on M/L vs color relation (e.g. Bell&deJong 
2001)

• Optical spectra  
• stellar absorption features: lift age-Z 

degeneracy, need colors to recover dust
• More constraints from other wavelengths 

(e.g. FIR on dust)

A simple model to interpret galaxy spectra 1605

Figure 5. Examples of spectral energy distributions obtained by combining the infrared models of Table 1 with attenuated stellar population spectra
corresponding to the same contributions by dust in stellar birth clouds (1 − f µ) and in the ambient ISM (f µ) to the total energy L tot

d absorbed and reradiated by
dust (Section 2.3). (a) Quiescent star-forming galaxy spectrum combined with the ‘cold’ infrared model of Table 1; (b) normal star-forming galaxy spectrum
combined with the ‘standard’ infrared model of Table 1; (c) starburst galaxy spectrum combined with the ‘hot’ infrared model of Table 1 (see text for details
about the parameters of the stellar population models). Each panel shows the unattenuated stellar spectrum (blue line), the emission by dust in stellar birth
clouds (green line), the emission by dust in the ambient ISM (red line) and the total emission from the galaxy, corresponding to the sum of the attenuated stellar
spectrum and the total infrared emission (black line).

characterized by an age tg and a star formation time-scale parameter
γ (equation 31), and random bursts superimposed on this continu-
ous model. We take tg to be uniformly distributed over the interval
from 0.1 to 13.5 Gyr. To avoid oversampling galaxies with negli-
gible current star formation, we distribute γ using the probability
density function p(γ ) = 1 − tanh (8 γ − 6), which is approximately
uniform over the interval from 0 to 0.6 Gyr−1 and drops expo-
nentially to zero around γ = 1 Gyr−1. Random bursts occur with
equal probability at all times until tg. We set the probability so that
50 per cent of the galaxies in the library have experienced a burst
in the past 2 Gyr. We parametrize the amplitude of each burst as
A = Mburst/Mcont, where Mburst is the mass of stars formed in the
burst and Mcont is the total mass of stars formed by the continuous
model over the time tg. This ratio is distributed logarithmically be-
tween 0.03 and 4.0. During a burst, stars form at a constant rate
over the time tburst, which we distribute uniformly between 3 × 107

and 3 × 108 yr. We distribute the models uniformly in metallicity
between 0.02 and 2 times solar.

We sample attenuation by dust in the library by randomly drawing
the total effective V-band absorption optical depth, τ̂V , and the
fraction of this contributed by dust in the ambient ISM, µ (equations
3 and 4). We distribute τ̂V according to the probability density
function p(τ̂V ) = 1 − tanh(1.5 τ̂V − 6.7), which is approximately
uniform over the interval from 0 to 4 and drops exponentially to
zero around τ̂V = 6. For µ, we adopt the same probability density
function as for γ above, i.e. p(µ) = 1 − tanh (8 µ − 6). We note that

these priors for attenuation encompass the dust properties of SDSS
galaxies, for which τ̂V and µ peak around 1.0 and 0.3, respectively,
with broad scatter (Brinchmann et al. 2004; Kong et al. 2004). Our
final stellar population library consists of 50 000 different models.

In parallel, we generate a random library of infrared spectra as
follows. We take the fraction f µ of the total infrared luminosity
contributed by dust in the ambient ISM to be uniformly distributed
over the interval from 0 to 1. We adopt a similar distribution for
the fractional contribution by warm dust in thermal equilibrium
to the infrared luminosity of stellar birth clouds, ξ BC

W . For each
random drawing of ξ BC

W , we successively draw the contributions by
the other dust components to the infrared luminosity of stellar birth
clouds (i.e. hot mid-infrared continuum and PAHs) to satisfy the
condition in equation (14): we draw ξ BC

MIR from a uniform distribution
between 0 and 1 − ξ BC

W , and we set ξ BC
PAH = 1 − ξ BC

W − ξ BC
MIR. While

this procedure does not exclude values of ξ BC
MIR and ξ BC

PAH close to
unity, it does favour small values of these parameters, and hence,
it avoids oversampling physically implausible models. We take the
equilibrium temperature T BC

W of warm dust in the stellar birth clouds
to be uniformly distributed between 30 and 60 K, and that T ISM

C of
cold dust in the ambient ISM to be uniformly distributed between 15
and 25 K. We draw the fractional contribution ξ ISM

C by cold dust in
thermal equilibrium to the infrared luminosity of the ambient ISM
from a uniform distribution between 0.5 and 1 (this also defines the
contributions ξ ISM

PAH, ξ ISM
MIR and ξ ISM

W by PAHs, the hot mid-infrared
continuum and warm dust to the infrared luminosity of the ambient
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e†ects are no longer degenerate. However, realizing that
chemical evolution caused by modest amounts of star for-
mation raises the galaxy metallicity rapidly to at least 0.1
solar (Z \ 0.002 ; in a closed box, conversion of D20% of
the gas mass into stars raises the average stellar metallicity
to over 0.1 solar), the range of relevant metallicities becomes
narrower, and the color-M/L correlation becomes tighter.
Still, we expect a bit more scatter in the relations in the K
band, in particular for very young galaxies with nearly pri-
mordial metallicities (like SBS 1415]437 : with a metallicity
of 0.05 solar it is one of the lowest metallicity galaxies
known; Thuan, Izotov, & Foltz 1999).

We see that the method deÐnitely breaks down when
using I[K versus M/L (Figs. 2b and 2d). This is because we
are now using a color that is mainly a metallicity tracer
versus M/L , which is more sensitive to age e†ects. We there-
fore expect the method to work best with optical-optical
color combinations (which are unfortunately most a†ected
by dust). Even though the K-band M/L -color relations are
less tight, because of its much smaller dynamic range it is
still the passband preferred for mass estimates, with I band
providing a useful alternative.

4.2. Stellar Population Model Uncertainties and IMFs
In the above analysis we used the SPS models of A. G.

Bruzual & S. Charlot (2001, in preparation) with a scaled-
down Salpeter IMF, in conjunction with our own simple
galaxy evolution models, to probe trends in stellar M/L
ratio with galaxy properties. However, the SPS models
carry with them their own sets of uncertainties, such as the
prescriptions for postÈmain sequence evolution and the
relationship between stellar properties and the observable
colors. For this reason, we compare the stellar M/L ratios
from a wide range of models here, to assess the robustness
of our conclusions.

To test the consistency of the di†erent SPS models (and
later, the e†ect of di†erent IMFs), we constructed a
sequence of single-metallicity exponential SFH models with
a range of metallicities and exponential e-folding timescales.
Then, for each SPS model, we compare the correlation
between B[R color and stellar M/L ratio in a variety of
passbands.

We show the e†ect of di†erent SPS models in Figure 3
and in Table 4 in the Appendix. We adopt a Salpeter IMF
and show the color-M/L relation for solar metallicity q
models in the B band (thin lines) and K band (thick lines).
We show four SPS models : A. G. Bruzual & S. Charlot
(2001, in preparation ; solid lines), Kodama & Arimoto
(1997 ; dotted lines), J. Schulz, U. Fritze-von Alvensleben, &
K. J. Fricke (2001, in preparation ; short-dashed lines), and
the updated PE" GASE models of M. Fioc & B. Rocca-
Volmerange (2001, in preparation ; long-dashed lines).

For all models we Ðnd very similar slopes and zero points
for the color-M/L relation (to within 0.1 dex in M/L ratio ;
Fig. 3). This also holds true for other passband com-
binations and metallicities. The only exception to this result
is the J. Schulz et al. (2001, in preparation) model, which has
an unusually bright asymptotic giant branch that produces
very red opticalÈnear-IR colors for solar metallicity stellar
populations. The solar metallicity J. Schulz et al. (2001, in
preparation) model gives normal B-band stellar M/L ratios
but very low K-band stellar M/L ratios, compared to the
other solar metallicity models. Essentially, this means that
the J. Schulz et al. (2001, in preparation) solar metallicity

FIG. 3.ÈComparison of the color-M/L relation for a sequence of expo-
nentially declining star formation rate models of age 12 Gyr using a variety
of SPS models. The red end of the lines represents a short burst of star
formation, and the blue end represents a constant star formation rate
model. The thin lines are for and the thicker lines are for TheM/L

B
, M/L

K
.

di†erent models used are as follows : A. G. Bruzual & S. Charlot (2001, in
preparation ; solid lines), Kodama & Arimoto (1997 ; dotted lines), J. Schulz
et al. (2001, in preparation ; dashed lines), and updated PE" GASE models of M.
Fioc & B. Rocca-Volmerange (2001, in preparation ; long-dashed lines), all
with a Salpeter IMF. All models have solar metallicity except for the J.
Schulz et al. (2001, in preparation) models, which have one-third solar
metallicity (see text for more details).

model B[K colors are redder than the other SPS models
to which we compare (and, indeed, most of the luminous
spiral galaxies in our observational sample). This poses a
problem, however, as at a given optical-optical color (e.g.,
B[R) the opticalÈnear-IR colors (e.g., B[K) of the solar
metallicity J. Schulz et al. (2001, in preparation) models are
far too red to explain observed galaxy colors, whereas the
other models do reproduce the observed colors. In order to
match observed spiral galaxy optical-optical and opticalÈ
near-IR colors simultaneously, one-third solar metallicity J.
Schulz et al. (2001, in preparation) models must be adopted.
We plot these models in Figure 3 : these models have stellar
M/L ratios much closer to other modelsÏ solar metallicity
stellar M/L ratios. This slight model mismatch is actually
quite useful : it demonstrates that even with substantial
model di†erences, the stellar M/L ratio at a given opticalÈ
near-IR color is robust to model di†erences.

We now test the e†ect of di†erent IMFs in Figure 4. We
try out a wide range of IMFs for both the A. G. Bruzual &
S. Charlot (2001, in preparation) and PE" GASE models : A. G.
Bruzual & S. Charlot (2001, in preparation) models with a
Salpeter IMF (with a logarithmic slope x \ [1.35 ; solid
lines), a Salpeter IMF modiÐed to have a Ñat x \ 0 slope
below 0.6 (dotted lines), a Scalo (1986) IMF (dashedM

_lines), and the updated PE" GASE models of M. Fioc & B.
Rocca-Volmerange (2001, in preparation) with a steeper
x \ [1.85 IMF (long-dashed lines) and a Ñatter x \ [0.85
IMF (dot-dashed lines). All models have solar metallicity.
The slopes of the color-M/L correlations are independent of
IMF: only the zero point is a†ected by the choice of IMF.

Bell&DeJong 2001



Let’s Build A Simple M* Estimator

• 50 000 models
• Optimal/minimal SED diagnostic set:

• 1 opt-opt color (g-i)
• 1 opt-NIR color (i-H)

• Marginalise (M/L)H over the 2D (g-i,i-H) 
parameter space ⇒ median estimate

g-
i 1

0

-1

2

3

SZ, Charlot & Rix (2009, ZCR09)



PRECISION

ZCR09



PRECISION

Color cells: ~0.1 x 0.1 mag
rms~30-40%

ZCR09



ACCURACY
• Different SFH
• No dust

256 GALLAZZI & BELL Vol. 185

Figure 1. Left: distribution of model galaxies in the D4000n–HδA plane. Boxes with symbols indicate the location of the analyzed galaxies. Galaxies populating
different positions in the plane are characterized by different SFHs: continuous exponential star formation with age decreasing with decreasing D4000n (circle: old;
square: intermediate; diamond: young) as opposed to a bursty SFH (triangle: intermediate age; asterisk: young). Right: M∗/L (log(M∗/Lz)), light-weighted age
(log(tr /yr)), and stellar metallicity (log(Z∗/Z⊙)) distribution of the analyzed galaxies divided into the five different SFH types.
(A color version of this figure is available in the online journal.)

models for the youngest populations. At intermediate ages (cor-
responding to intermediate D4000n values) recent bursts of star
formation produce higher metallicities than continuous mod-
els (compare second and third histograms, from the bottom),
reflecting the anticorrelation between metallicity and Hδ (and
age) in this D4000n range as mentioned above.

2.2. Stellar Mass-to-Light Ratio Estimates from Spectral
Features

As mentioned before, we create mock galaxies from a total
of 553 models randomly chosen in order to represent different
spectral types and SFHs. Mock galaxies are created by assigning
an error to the absorption features typical of observed spectra
with a given S/N and by perturbing the true index strengths
according to this error. This procedure is repeated 100 times for
each S/N value. Each time we calculate the probability density
function (PDF) of log(M∗/Lz) by comparing the “observed”
absorption indices with those predicted by all the other models in
the library with the same velocity dispersion (within 15 km s−1).
We then take the average of these 100 Monte Carlo realizations
of the PDF as the final log(M∗/Lz) likelihood distribution for a
given galaxy at a given S/N.

We consider nine values of S/N (namely 2, 5, 10, 20, 30,
40, 50, 100, and 200). The typical error of each absorption
feature at a given S/N is taken to be the average error of
SDSS DR4 galaxies in the redshift range 0.05 < z < 0.22
that have a spectrum with the corresponding S/N per pixel.
No SDSS spectra with S/N of 100 and 200 are available. We
then fit a linear relationship between the error and the S/N
(in log–log space) and extrapolate to S/N values of 100 and
200. We note that the average errors on the absorption features
(and their extrapolation to the highest S/N values) are almost
independent of the galaxy velocity dispersion, especially at
S/N ! 10. The index errors estimated in this way are consistent

with those measured directly from template spectra perturbed
with Gaussian noise (a reasonable assumption at S/N ! 20).

The PDF provides information on how plausible it is that
the parameter of interest lies within a certain range of values,
given the constraints from the data (the absorption indices) on
the assumed prior distribution of models. The PDF can be
characterized by its median, which we take as our estimate
of log(M∗/Lz), and by a confidence interval within which
log(M∗/Lz) is constrained at a certain probability level.

Throughout this paper we quantify the uncertainty of M∗/L
estimates in two ways: (1) the offset between the retrieved
M∗/L value (i.e., the median of the PDF) and the true one,
which quantifies the typical bias introduced by the method,
together with its rms scatter; (2) the confidence interval given
by half of the 16%–84% percentile range of the likelihood
distribution for each mock galaxy (which is equivalent to 1σ
range for a Gaussian distribution). While the rms of the offsets
tells how much the median estimate scatters as a consequence
of observational errors (so it is in a sense an estimate of the
repeatability of the measure), the 68% range of the PDF gives
the range of acceptable values of the parameter, which depends
on the sensitivity of the data to the parameter. We note that the
rms is in general lower or equal to the width of the PDF. In any
case, neither quantity can be smaller than the intrinsic scatter in
M∗/L within a certain range of observables (as we discuss in
Section 3.3).

We wish to explore the dependence of log(M∗/Lz) uncertain-
ties not only on galaxy spectral type and spectral quality, but also
on the observational constraints adopted to build the likelihood
distribution. To this purpose, we consider several combinations
of absorption features that represent situations in which different
portions of the optical spectrum (hence different information on
the underlying stellar populations) are exploited. The absorp-
tion features analyzed here are those included in the Lick/IDS
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Figure 11. Relation between g−i color and M∗/Lz for the model library used
here. The contours show the distribution for the library as a whole and the dashed
line the relation obtained from a simple linear fit. The solid line shows the relation
given in Bell et al. (2003) for a 12 Gyr old stellar population extrapolated to the
full range of color covered by our library (dotted line). The color-coded area
represents the distribution of the models in our library with exponential SFH
(i.e., without bursts) as a function of the time of onset of star formation (tform).
At fixed formation time, the relation between color and M∗/Lz is shallower
than the global relation (i.e., averaged over all SFHs) and in agreement with
the relation found by Bell et al. (2003). The red arrow illustrates the effect of
dust attenuation on g−i and the z-band M∗/L assuming AV = 1 mag and an
extinction curve Aλ ∝ λ−0.7.

redder wavelengths, or (3) i−H, which extends into the NIR and
offers a longer wavelength leverage. We further consider other
two-color combinations similar in spirit to g−i, i−H: B−V,
V−H, and V−I, I−K.

Figure 12 shows the difference between the estimated
log(M∗/Lz) and the true one as a function of the five two-color
combinations considered here for different spectral classes as
in the previous figures. Figure 13 shows the median σlog(M∗/Lz)
and the associated scatter. We reproduce for comparison the
equivalent quantities for spectroscopic (case 3, dashed line) and
one-color estimates (g−i, dotted line).

From these two plots, we can see that improving the photo-
metric quality of the data have a larger impact on the log(M∗/Lz)
uncertainty associated with optical-NIR color-based estimates,
probably because of their lower degree of degeneracy, with re-
spect to optical color-based estimates. In general, we note that
the combination of colors that performs better is g−i, i−H.
However, assuming an uncertainty of 0.05 mag on all colors,
there is overall no significant improvement by using two col-
ors with respect to g−i only (compare circles with dotted line).
This is in agreement with the finding of Zibetti et al. (2009)
that the M∗/L in the i band (or equivalently, in the z band, as
used here) has little residual dependence on optical-NIR col-
ors. We stress that we do not include dust here, which is ex-
pected to increase the scatter in M∗/L at fixed color, hence in-
crease the statistical uncertainty (see Zibetti et al. 2009, for dust
effects).

At fixed photometric accuracy, different color combinations
seem to perform similarly. This is not the case for galaxies
with bursty SFHs for which optical-only colors (u − g, g − i)
seem to provide more uncertain estimates. In the case of
bursty stellar populations, two-color estimates, even with quite
poor photometric quality, seem to be affected by statistical
uncertainties similar to or smaller than spectroscopic estimates
(with a reasonable S/N of 30). However, they are still affected
by significant bias.

Figure 12. Median offset between the estimated log(M∗/Lz) and the true value as a function of spectral type (in the same order as in Figure 9) and for different
combinations of optical/optical-NIR colors. The typical offsets for spectroscopic estimates (case 3, S/N = 30) and one-color estimates (g−i, 0.05 mag error) are
indicated with dashed and dotted lines, respectively.

•Colors tend to miss 
underlying old stellar 
populations
•But spectral absorptions are 
insensitive to dust!
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LESSON #1

• Best results from joining broad band photometry and spectral 
absorption features: the latter can resolve the SFH much 
better, the former help a lot with dust attenuation



LET’S PLAY WITH COLORS…
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Resolving Galaxies’ Structure
• Colors are very handy to 

work with in imaging!

• Derive M/L and M* pixel by 
pixel from opt-NIR imaging

• Pilot study with a small 
sample of nearby galaxies

• ~100 pc resolution

•Drawn from SINGS (Kennicutt et al. 2003)
•SDSS
•NIR imaging in at least 1 band (H or K) ➔ GOLD Mine or UKIDSS
•Initially only SDSS+NIR

ZCR09
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MASS IS LIGHT-WEIGHTED!
Stellar mass maps 15

Figure 12. Distributions of stellar mass computed using the proper local ϒH (grey histogram) and the global ϒH as derived from global colours (empty
histogram), as a function of local ϒH . The dot–dashed line marks the global ϒH . The ratio Q between total stellar mass estimated drawing on unresolved and
on resolved photometry is also reported in each panel.

of the dusty disc (on the east side) reflects back the light of the
bright inner regions of the small bulge and the disc. This results in
the artificial asymmetry of the reconstructed mass map of Fig. 8.
This kind of artefacts is unavoidable unless a very careful three-
dimensional radiative transfer modelling is performed, which is
well beyond the scope of the present mass reconstruction method.

We have applied our modelling to a small pilot sample of nearby
galaxies, creating pixel-by-pixel maps of the stellar surface mass
density. In general, these maps look quite smooth (Fig. 8), and
hence dynamically plausible, with the prominent spiral arms of
young stars and dust greatly reduced. Detailed comparisons with
estimates of dynamical disc masses via vertical kinematics will
enable us to accurately quantify systematics in our method. We
note that preliminary results9 from the Disc Mass survey (Verheijen
et al. 2007) appear in good agreement with the M/L inferred in this

9 M. Bershady’s communication in ‘Unveiling the mass’ workshop, Queen’s
University, Kingston, Canada, 15–19 June, 2009.

work, which are significantly lower than those derived using the
prescriptions of Bell et al. (2003).

Our analysis highlights an important bias in total stellar mass es-
timates when spatially unresolved photometric measurements and
colours are used: the stellar mass contribution of dust obscured
regions to the total is severely underestimated from unresolved
photometry, as those regions contribute very little flux and negli-
gibly affect colours. Mass estimates based on global fluxes can be
biased low by up to 40 per cent. The present sample is too small
to draw conclusions on the consequences that this effect may have
for galaxy stellar mass functions, but we can envisage that resolved
mass estimates may steepen the faint-end slope of the stellar mass
functions as estimated so far. We will address this issue with a
larger and more representative sample in a forthcoming paper of
this series.

After having put the foundations to obtain stellar mass maps
in this paper, in the following papers of this series, we will ad-
dress questions like: how do structural parameters change going
from light to stellar mass? How can we quantify the bias in unre-
solved stellar mass estimates as a function of other observational

C⃝ 2009 The Authors. Journal compilation C⃝ 2009 RAS, MNRAS
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M*/L: maps M* contribution by M*/L
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Caveat: the amplitude of this effect may depend crucially 
on the slope of M/L vs color relations!



STRUCTURE/BRIGHTNESS BIAS
16 S. Zibetti, S. Charlot and H.-W. Rix

Figure 13. Logarithmic differences between total stellar mass estimates
obtained from unresolved photometry and by integrating resolved maps, both
based on the same method/models. Different methods/models are shown
with different symbols, as shown in the legend.

parameters? How do SED properties depend on local stellar mass
surface density? Can the inclusion of constraints from longer wave-
length improve our mass reconstruction method?
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Figure 12. Distributions of stellar mass computed using the proper local ϒH (grey histogram) and the global ϒH as derived from global colours (empty
histogram), as a function of local ϒH . The dot–dashed line marks the global ϒH . The ratio Q between total stellar mass estimated drawing on unresolved and
on resolved photometry is also reported in each panel.

of the dusty disc (on the east side) reflects back the light of the
bright inner regions of the small bulge and the disc. This results in
the artificial asymmetry of the reconstructed mass map of Fig. 8.
This kind of artefacts is unavoidable unless a very careful three-
dimensional radiative transfer modelling is performed, which is
well beyond the scope of the present mass reconstruction method.

We have applied our modelling to a small pilot sample of nearby
galaxies, creating pixel-by-pixel maps of the stellar surface mass
density. In general, these maps look quite smooth (Fig. 8), and
hence dynamically plausible, with the prominent spiral arms of
young stars and dust greatly reduced. Detailed comparisons with
estimates of dynamical disc masses via vertical kinematics will
enable us to accurately quantify systematics in our method. We
note that preliminary results9 from the Disc Mass survey (Verheijen
et al. 2007) appear in good agreement with the M/L inferred in this

9 M. Bershady’s communication in ‘Unveiling the mass’ workshop, Queen’s
University, Kingston, Canada, 15–19 June, 2009.

work, which are significantly lower than those derived using the
prescriptions of Bell et al. (2003).

Our analysis highlights an important bias in total stellar mass es-
timates when spatially unresolved photometric measurements and
colours are used: the stellar mass contribution of dust obscured
regions to the total is severely underestimated from unresolved
photometry, as those regions contribute very little flux and negli-
gibly affect colours. Mass estimates based on global fluxes can be
biased low by up to 40 per cent. The present sample is too small
to draw conclusions on the consequences that this effect may have
for galaxy stellar mass functions, but we can envisage that resolved
mass estimates may steepen the faint-end slope of the stellar mass
functions as estimated so far. We will address this issue with a
larger and more representative sample in a forthcoming paper of
this series.

After having put the foundations to obtain stellar mass maps
in this paper, in the following papers of this series, we will ad-
dress questions like: how do structural parameters change going
from light to stellar mass? How can we quantify the bias in unre-
solved stellar mass estimates as a function of other observational
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STRUCTURE/BRIGHTNESS BIAS
16 S. Zibetti, S. Charlot and H.-W. Rix

Figure 13. Logarithmic differences between total stellar mass estimates
obtained from unresolved photometry and by integrating resolved maps, both
based on the same method/models. Different methods/models are shown
with different symbols, as shown in the legend.

parameters? How do SED properties depend on local stellar mass
surface density? Can the inclusion of constraints from longer wave-
length improve our mass reconstruction method?
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Figure 12. Distributions of stellar mass computed using the proper local ϒH (grey histogram) and the global ϒH as derived from global colours (empty
histogram), as a function of local ϒH . The dot–dashed line marks the global ϒH . The ratio Q between total stellar mass estimated drawing on unresolved and
on resolved photometry is also reported in each panel.

of the dusty disc (on the east side) reflects back the light of the
bright inner regions of the small bulge and the disc. This results in
the artificial asymmetry of the reconstructed mass map of Fig. 8.
This kind of artefacts is unavoidable unless a very careful three-
dimensional radiative transfer modelling is performed, which is
well beyond the scope of the present mass reconstruction method.

We have applied our modelling to a small pilot sample of nearby
galaxies, creating pixel-by-pixel maps of the stellar surface mass
density. In general, these maps look quite smooth (Fig. 8), and
hence dynamically plausible, with the prominent spiral arms of
young stars and dust greatly reduced. Detailed comparisons with
estimates of dynamical disc masses via vertical kinematics will
enable us to accurately quantify systematics in our method. We
note that preliminary results9 from the Disc Mass survey (Verheijen
et al. 2007) appear in good agreement with the M/L inferred in this

9 M. Bershady’s communication in ‘Unveiling the mass’ workshop, Queen’s
University, Kingston, Canada, 15–19 June, 2009.

work, which are significantly lower than those derived using the
prescriptions of Bell et al. (2003).

Our analysis highlights an important bias in total stellar mass es-
timates when spatially unresolved photometric measurements and
colours are used: the stellar mass contribution of dust obscured
regions to the total is severely underestimated from unresolved
photometry, as those regions contribute very little flux and negli-
gibly affect colours. Mass estimates based on global fluxes can be
biased low by up to 40 per cent. The present sample is too small
to draw conclusions on the consequences that this effect may have
for galaxy stellar mass functions, but we can envisage that resolved
mass estimates may steepen the faint-end slope of the stellar mass
functions as estimated so far. We will address this issue with a
larger and more representative sample in a forthcoming paper of
this series.

After having put the foundations to obtain stellar mass maps
in this paper, in the following papers of this series, we will ad-
dress questions like: how do structural parameters change going
from light to stellar mass? How can we quantify the bias in unre-
solved stellar mass estimates as a function of other observational
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LESSON #2

•  Need to resolve galaxy structure 

• Obscured regions are “missed” in stellar mass budget when 
not resolved

• Young stars tend to outshine the rest and bias M/L low

• High obscuration regime must be treated carefully

• Not always feasible: provide calibration for large surveys



LET’S GET SERIOUS…



• CALIFA, the Calar Alto Legacy Integral Field Area 
survey (Sánchez et al. 2012, DR2 w/200 galaxies available 
- García-Benito+2014)
• spatially resolved spectroscopic information of a 

diameter selected sample of ∼600 galaxies in the Local 
Universe (0.005 < z < 0.03). 

• 2D maps of
• stellar populations: ages and metallicities
• ionized gas: distribution, excitation mechanism and 

chemical abundances
• kinematic properties, both from stellar and ionized 

gas components.
• PPAK integral field unit (IFU), with a hexagonal field-of-

view of ∼1.3 sqarcmin. 
• 3700 to 7000 Å, two overlapping setups (V500 and 

V1200), R∼850 and R∼1650.

S.F. Sánchez et al.: CALIFA, the Calar Alto Legacy Integral Field Area survey. I.

Fig. 4. Left panel: intensity map of the differential transmission fiber-to-fiber for the V500-grating (known as fiber-flat), corresponding to the night
of the 10th of June 2010. The effects of vignetting are clearly visible with a significant drop of the transmission at the edges of the image. Right
panel: spatial distribution of the fraction of pixels free of vignetting, when adopting a conservative criterion of 75% of the average transmission in
the central fibers. Two fibers at the bottom/right show a transmission below this limit in the whole wavelength range.

populations in groups, but much denser environments will be
poorly sampled. A rough estimate of the total number of galaxy
clusters in the sample can be obtained from the counts by
Baillard et al. (2011), leading to a maximum of 10 clusters that
will, at least partially, be covered by CALIFA. Fortunately, the
Coma cluster at z ≃ 0.023 is fully covered by the CALIFA foot-
print and redshift range (cf. Fig. 1). Therefore, there will be
some (limited) ability to study the environmental dependence of
galaxy properties.

Any sample of galaxies faces the question about its ability
to represent, in a statistically well-defined way, the properties
of the galaxy population as a whole. In some cases, e.g. in the
ATLAS3D project, it has been possible to construct and observe
strictly volume-limited samples for which this relation can be di-
rectly made, but this is not a viable approach for a more generic
survey covering a wide range of luminosities. Many surveys
are simply flux-limited (such as the SDSS main galaxy sam-
ple), possibly supplemented by an additional volume limit im-
posed by redshift cuts, and statistical relations are then obtained
by applying volume corrections to the apparent trends. One of
the advantages of working with a diameter-limited sample as
in CALIFA is the fact that volume corrections can then be ap-
plied just as easily as for flux-limited samples (see, Davies et al.
1990; de Jong & van der Kruit 1995, for extensive discussions
of diameter-limited samples and volume correction). We will al-
ways use such corrections for CALIFA when deriving statistical
trends within the galaxy population.

Of course, our ability to perform volume corrections does
not imply that the CALIFA sample is free from selection bi-
ases. Such biases may even occur directly as a consequence of
the selection procedure. For example, the low-redshift limit of
z > 0.005 causes low-luminosity galaxies to be missing from the
CALIFA sample, with incompleteness setting in roughly around
Mr ∼ −20 and becoming severe for Mr >∼ −18. This type of
bias is unavoidable when applying explicit redshift cuts. The
degree of incompleteness can then be estimated by comparison
with samples selected by other criteria. Nevertheless, there may
also be more subtle biases affecting our sample that we are cur-
rently not aware of, and we will investigate this issue further. We
also continuously check that the selection of CALIFA galaxies

for observation – supposed to be essentially random, since it is
based only on visibility during a given night – does not introduce
spurious trends incompatible with the full sample.

As already mentioned, a more detailed characterization of
the CALIFA mother sample will be presented in a separate ar-
ticle that is currently being prepared. That paper will provide a
detailed analysis of the distribution of morphological and multi-
colour properties, estimates of the survey selection function for
several parameters, and in particular a compilation of archival
multi-wavelength information.

4. Observing strategy

The observations of the CALIFA survey officially started in July
2010, being performed at the 3.5 m telescope of the Calar Alto
observatory with the Potsdam Multi Aperture Spectrograph,
PMAS (Roth et al. 2005) in the PPAK mode (Verheijen et al.
2004; Kelz et al. 2006). The PPAK fiber bundle consists of
382 fibers of 2.7 arcsec diameter each (see Fig. 5 in Kelz et al.
2006). Of these 382 fibers, 331 (the science fibers) are concen-
trated in a single hexagonal bundle covering a field-of-view of
74′′ × 64′′, with a filling factor of ∼60%. The sky background
is sampled by 36 additional fibers, distributed in 6 bundles of
6 fibers each, along a circle ∼72 arcsec from the center of the in-
strument FoV. The sky-fibers are distributed among the science
fibers within the pseudo-slit in order to have a good characteriza-
tion of the sky, sampled with a similar distortion than the science
fibers; the remaining 15 fibers are used for calibration purposes.
Cross-talk between the adjacent spectra in the detector is esti-
mated to be less than 5% when using a pure aperture extraction
(Sánchez 2006a). Adjacent spectra on the CCD may be mapped
to very different locations in the spatial plane (Kelz et al. 2006).
However, it introduces an incoherent contamination, not impor-
tant for the present study, that is minimized by adopting a more
refined extraction procedure during the reduction process.

PMAS was upgraded with an E2V CCD231 4K× 4K in
October 2009 (Roth et al. 2010), which has increased nominally
the wavelength range covered by a certain instrumental setup by
a factor two, with respect to the values reported by Roth et al.
(2005). However, this nominal increase is not fully met at the

A8, page 5 of 31

A&A 538, A8 (2012)

The choice of redshift range was driven by two requirements:
(1) objects within the luminosity range of interest should have
apparent sizes well matched to the PPAK field-of-view (FoV);
(2) all relevant emission lines in all galaxies should be cov-
ered with a single spectral setup. As measure of the apparent
galaxy size we adopted the “isoA_r” values (isophotal diame-
ters D25 in the SDSS r-band) and selected only galaxies with
45′′ < D25 < 80′′. We demonstrate below in Sect. 6.5 that this
strategy indeed allows for a very efficient usage of the instru-
ment, in the sense that a large fraction of the FoV provides useful
data. The upper limit in the apparent diameters furthermore en-
sures that the contribution of light from the galaxy at the position
of the sky fibers is negligible (typically >27.5 mag arcsec2 in the
r-band). We thus avoid objects larger than the FoV, which would
require a mosaicing strategy plus separate sky exposures leading
to a dramatic reduction of the observing efficiency in terms of
the number of galaxies observable within a given time.

Not all galaxies in the SDSS photometric catalog obeying
our isophotal diameter criterion have spectra – and therefore red-
shifts – in the SDSS spectroscopic database, which is known
to become increasingly incomplete for total magnitudes brighter
that r ∼ 14. In order to (as much as possible) overcome such an
undesirable bias against bright galaxies, we supplemented the
SDSS redshifts with information accessed through the SIMBAD
database at CDS, which in turn is a compilation of a large variety
of observations and redshift catalogs. Hence, there are SDSS-
based spectra and redshifts for ∼60% of the CALIFA galax-
ies, while for the remainder we have only the redshift infor-
mation provided by SIMBAD. As the latter is also not 100%
complete, there could be a few galaxies within the CALIFA foot-
print without redshift measurements and, therefore, outside of
the CALIFA mother sample. It is difficult to quantify this in-
completeness, but it is unlikely to be more than a few percent,
and probably much less.

Our decision to construct a diameter-selected sample has
several practical advantages, besides the obvious benefit of effi-
ciently using the instrumental field-of-view. Another advantage
has already been mentioned: for the adopted redshift range, the
distribution of apparent galaxy magnitudes naturally favours rel-
atively bright systems, and in fact there was no need to define an
additional faint flux limit to the survey (see Fig. 2). Furthermore,
the range in absolute magnitudes is considerably broadened due
to the factor of 6 between lowest and highest redshifts, so that the
CALIFA sample encompasses an interval of >7 mag in intrinsic
luminosities. In fact, the low-redshift cutoff was mainly intro-
duced in order to limit the luminosity range and avoid swamping
the sample with dwarf galaxies, which – given the limitation to
600 galaxies in total – were considered to be outside the main
scientific interest of the CALIFA project.

Together with the wide range in luminosities comes a broad
coverage of galaxy colours, and the CALIFA sample includes
substantial numbers of galaxies in all populated areas of the
colour-magnitude diagram, from the red sequence through the
green valley to the blue cloud (which is of course effectively
truncated at its faint end due to the low-redshift limit). This
broad colour distribution is illustrated in Fig. 3, where we com-
pare the u − z vs. Mz relation of galaxies in the CALIFA mother
sample with the corresponding distribution in the SDSS-NYU
catalog (e.g. Blanton et al. 2005). While there are (and should
be) differences in the details of the distribution – which can be
quantified, see below –, it is immediately clear that CALIFA
at least qualitatively represents a wide range of galaxy types.
Figure 3 also provides the number of CALIFA objects per bin
in Mz and u − z (recall, however, that the observed sample size

Fig. 3. Distribution of the CALIFA mother sample in the u − z vs. Mz
colour-magnitude diagram. The overplotted numbers indicate the num-
ber of galaxies in bins of 1 mag in Mr and 0.75 mag in u − z. Different
colours and symbols represent a classification into bulge- and disk-
dominated galaxies as well as intermediate cases, as suggested by the
concentration index C. For comparison, the contours delineate the num-
ber density distribution of galaxies in the SDSS-NYU catalogue (e.g.,
Blanton et al. 2005).

will be smaller by a factor ∼2/3). These numbers show that there
will be sufficient statistics in several bins to make robust state-
ments about typical galaxy properties, for early-type as well as
late-type galaxies. In fact, these were the numbers that drove the
overall time request for CALIFA to enable a total sample size of
600 galaxies.

The broad representation of galaxy properties in the CALIFA
sample is also reflected in the distribution of morphological
types. While a thorough characterization of the sample in terms
of morphology and structural properties will be the subject of
a future paper, a qualitative impression can be obtained already
from rather simple diagnostics. It has been demonstrated in the
past (Strateva et al. 2001) that bulge- and disk-dominated sys-
tems can be reasonably well distinguished by their concentration
indices, defined as the ratio C of the r90 and r50 Petrosian radii
provided by the SDSS photometric catalog. Typically, a value of
C >∼ 2.8 requires the presence of a substantial bulge, whereas
C <∼ 2.3 is indicative of an exponential disk. In Fig. 3 we coded
the symbols into three groups, including a class of transition or
uncertain objects with 2.3 < C < 2.8. Their different distribu-
tions in the colour-magnitude diagram is immediately apparent.

Clearly, the majority of CALIFA galaxies (∼2/3) have sub-
stantial disk components, including irregulars and interacting
galaxies, and are more or less actively forming stars. The final
sample of ∼400 of such galaxies will clearly exceed any previous
IFU study by a large factor. Interestingly, the ominous “green
valley” intermediate to star-forming and passive galaxies is well
covered by the sample.

On the other hand, CALIFA will also provide IFU data for
some 200 bulge-dominated, morphologically early-type galax-
ies, most of which – as expected – cluster very strongly
along the red sequence. While the successful ATLAS3D project
(Cappellari et al. 2011) has already observed an even somewhat
larger number of early-type galaxies, CALIFA will complement
the insights from ATLAS3D due to its much larger spectral cov-
erage (∼6×) and FoV, which will allow the study of the outer
regions of early-type galaxies.

In terms of environment, the CALIFA sample is clearly
dominated by field galaxies. It will effectively include galaxy
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S.F. Sánchez et al.: CALIFA, the Calar Alto Legacy Integral Field Area survey. I.

Fig. 23. [OIII]λ5007/Hβ vs. [NII]λ6583/Hα diagnostic diagram for the individual spectra within the V500 datacubes corresponding to two different
objects, UGC 11680 (left panel) and NGC 7549 (right panel) in the currently observed CALIFA sample. The solid and dashed-lines are similar to
those shown in Fig. 20. The size and colors of the symbols indicate the distance to the center of the galaxy, with bluer and smaller circles located
in the inner regions and orange and larger ones located in the outer parts.
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Fig. 24. Color maps showing the distribution of the D4000 stellar population index in a color–magnitude diagram similar to that of Fig. 21.

in more detail the change in the stellar populations from the in-
ner to the outer regions.

It is interesting to note that the stellar populations of
NGC 7549 show a clear gradient, with the inner regions dom-
inated by old and metal rich stars, and the outer ones dominated
by younger and metal poor ones. This is the typical trend

expected in an inside-out secular evolution of a disk-dominated
galaxy. On the other hand, this gradient is less evident in
UGC 11680, where there is a more diverse mix of stellar pop-
ulations at all radii. While both galaxies are face-on spirals with
evidence of a recent interaction, the gas ionization is dominated
by star-formation in most of the extension of NGC 7549, while
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DEVELOPMENTS: CALIFA
• Join resolved photometry gi[H] (SDSS, [UKIDSS]) and 

spectroscopy (CALIFA)
• develop matched adaptive smoothing in 3D

• New stellar mass determinations from re-calibrated estimators

• Compare with previous determinations and estimate bias as a 
function of different properties

• stellar populations from spectral stellar absorption

• resolved vs unresolved

• Stellar mass functions in the local Universe



CALIFA + SDSS IMAGING: 
FIRST RESULTS



METHOD
• CALIFA-SDSS match: resample & 

PSF match

• Adaptive smoothing for optimal 
SNR>20 [10]/pix: azmooth3C

• Stellar continuum-nebular line 
decoupling (customized GANDALF
+pPXF) spaxel by spaxel

• Bayesian parameter estimation, 
based on 5 spectral absorption 
indices (Gallazzi et al. 2005) and 
color[s]

NGC 0001

SteMaGE

SDSS-g full res.

SDSS-g CALIFA res.
A

daptive 

sm
oothing

CALIFA-g synthetic

SNR after adaptive 
smoothing

SDSS-g final res.



AGE- AND METALLICITY-SENSITIVE ABSORPTION 
FEATURES

SDSS 5-BAND PHOTOMETRY

One galaxy e.g.(NGC 7819):
• diversity of regions 

(each dot is a spaxel!), 
spread over a large 
extent of the index-
index planes ⇒ 
diversity of physical 
properties!

• compare with the 
integrated value (star)



METHOD: BAYESIAN LIKELIHOOD 
MARGINALISATION

• Precomputed library of models with attached physical parameters (the unknowns in real galaxies) and 
synthetic observables

• The density distribution of models in the space of physical parameters gives the prior probability 
distribution 

• For each model we define the likelihood function (=“probability of the data given a model”) via 
comparison between its synthetic observable and real data observables (typically P∝exp(-𝜒2))

• The posterior probability distribution (=“probability of a model parameter given the data”) is then 
proportional to “prior probability distribution” times the “likelihood function”

• Not all parameters are of interest (certainly not all simultaneously!) so one has to collapse the multi-
dimensional space of physical parameters and retain only the interesting dimension(s), i.e. one has to 
marginalise

• Analyse the marginalised posterior probability function!
• Quantiles provide uncertainties 

• Goal: make likelihood dominate over prior, i.e. let data decide - high quality dataset and optimal diagnostics
• Advantages over best fit approach:

• robust against degeneracies!
• hard to estimate uncertainties in the frequentist approach



MODELS
• 150,000 with varying SFH, metallicity and dust (following 

Gallazzi+2005, daCunha+2008)

• Base SSP from revised BC03 (“CB12”): fixed some problems 
with returned mass fraction and minor “bugs”, improved 
treatment of (TP)AGB

• Note: different from CB07 used in the SZ+2009 paper and 
Maraston(2005) especially for TP-AGB

• Dust prescription a la Charlot&Fall (ISM+birth cloud)



DO MODELS FIT?



DO MODELS FIT?



BACK TO MASSES…

• Our physical parameter of interest is stellar mass (or the 
luminosity-normalized equivalent, i.e. M/L)

• Observables are 5 spectral indexes and 5 SDSS photometric 
fluxes

• Posterior :

• median is the fiducial estimate

• 16-84% interquantile half-range gives the uncertainty



NGC 0001 NGC 7800NGC 7549 NGC 0171
Lo

g 
M

* 
pc

-2
𝛔L

og
 M

* 
pc

-2 0.30 dex

0.00 dex

4.2 dex

0.5 dex



IS THE METHOD PRECISE?
• Error on mass 

<~0.1 dex 
(25%) for most 
spaxels

• 84% of spaxels 
have <0.1 dex 
at >50 MSun pc-2

• Approx a factor 
2 better than 
colors alone in 
percentage



WHAT’S NEW? ACCURACY!



WHAT’S NEW? ACCURACY!



WHAT’S NEW? ACCURACY!



WHAT’S NEW? ACCURACY!

This is exactly what we had in mind
when we talked about

RECALIBRATION



WHAT’S WRONG WITH 
COLORS?

• The effects of population ageing and dust reddening are not completely 
degenerate in M/L and color

• Only spectroscopy can help disentangle in individual regions, but a re-
calibrated color-M/L relation can work statistically

Dust Age



BIAS BIAS BIAS
• Choice of SFH is crucial: old stars hide behind young ones

• factor ~2 for blue galaxies
• can this spectrophotometric analysis help out?

• SPS models (base SSP!) are crucial especially for some 
phases

• Dust treatment and effective attenuation curves (see 
Chevallard et al. 2013)

• IMF (!)

14 S. Zibetti, S. Charlot and H.-W. Rix

Figure 11. Comparison between total stellar masses from resolved maps
derived using different methods and/or models. For each galaxy, the loga-
rithmic difference with respect to our fiducial method is plotted. Different
symbols correspond to different methods/models, as indicated in the legend.

the case for NGC 4552, 4450, 4579 and 4321, that all have Q > 0.9.
For broader distributions in ϒH , we observe two facts: (i) the global
M/L is lower than the mean of the distribution because low-ϒH

regions dominate the flux and hence the colours of the galaxy; (ii)
the extended high ϒH wing is exponentially amplified in the grey
histogram with respect to the empty one. As a result, galaxies with
a broad M/L distribution have large differences between resolved
and unresolved mass estimates, up to approximately 40 per cent.
As we can see comparing Figs 12 and 5, this is especially the case
for galaxies with substantive dust-obscured regions (i.e. NGC 4569,
4536, 3521 and 5713). Dust obscured regions, in fact, contribute a
minor fraction of the flux and influence the global colours only
marginally, although they may conceal a significant amount of stel-
lar mass. In our most extreme case, NGC 4536, regions with ϒH >

1 contribute only roughly 7 per cent of the total H-band luminosity,
but around 20 per cent of the stellar mass. Such a low impact in
terms of luminosity also implies that these dust obscured regions
can affect the global colours at a level of ≈0.1 mag at most, such
that it is observationally impossible to correctly weight them using
unresolved photometry.

In Fig. 13, we analyse the difference between unresolved and
resolved total stellar mass estimates for different methods, as in-
dicated in the legend. We plot the logarithmic difference between
unresolved and resolved total stellar mass estimates (i.e. log Q)
both obtained with the same method. The dustiest and most irreg-
ular galaxies (namely, NGC 4569, 4536, 3521 and 5713) display
the largest differences. They appear enhanced in two-colour based
methods, most likely because these methods can better disentan-
gle between dust and other stellar population parameters. For the
other five more regular galaxies a clear trend is observable for all
methods: the differences between resolved and unresolved stellar
mass estimates increase going from early to late types. This is just a
consequence of mass differences being larger for larger pixel colour
spread and of colour spread being larger in later type galaxies (i.e.
of early type galaxies being more uniform).

The dynamical range of models in M/L determines the relative
amplitude of the unresolved estimate bias. For a given model library
and method (one or two colours), this is generally smaller in the
NIR than in i band. The bias is also smaller using Bell et al.’s fitting
formulae, which have a much smaller M/L dynamical range with
respect to our model libraries.

In Section 2.4, we argued that our model libraries are better suited
to describe local scales in terms of SFH and dust attenuation with
respect to the Bell et al. (2003) fitting formulae. However, we left
the question open whether Bell et al. (2003) might provide better
fits to the SED of galaxies as a whole, as they are less biased to-
wards star formation bursts. If this is the case, we must expect Bell
et al.’s stellar mass estimates based on unresolved photometry to
agree with our own estimates from resolved maps better than our
estimates based on unresolved photometry do. In order to make this
comparison fair in terms of SPS models, we confront the estimates
based on Bell et al.’s formulae with our BC03-based ones. We find
that mass estimates based on Bell et al.’s ϒH(g − i) and unresolved
photometry are on average 0.12 dex larger than estimates done by
integrating mass maps based on BC03 ϒH(i − H , g − i) (rms
0.1 dex), whereas masses derived with BC03 ϒH(i − H , g − i)
drawing on unresolved photometry are smaller by 0.08 dex on an
average (rms 0.06 dex). This shows that even with unresolved pho-
tometry (and assuming the same SPS models) Bell et al.’s (2003)
fitting formulae do not perform better than our look-up tables do.

6 SU M M A RY A N D C O N C L U D I N G R E M A R K S

In this paper, we have developed a method that is capable of re-
constructing resolved stellar mass maps of galaxies from multiband
optical/NIR imaging, with typical statistical uncertainties of 0.1 −
0.15 dex on local scales. We have realized a Monte Carlo spectral
library of synthetic stellar populations based on the 2007 version
of Bruzual & Charlot (2003) code (CB07), which includes a new
prescription to treat the TP-AGB stellar evolutionary phase accord-
ing to the latest isochrones by Marigo & Girardi (2007) and Marigo
et al. (2008). Prescriptions to treat dust à la Charlot & Fall (2000)
are also incorporated. By marginalizing over all other parameters
we obtain look-up tables that contain median estimates of M/L in
different bands as a function of one or two optical/NIR colours.

From practical and theoretical considerations, we arrive at g, i and
H [Ks] as a good set of bandpasses and express "M∗ = "HϒH(g −i,
i − H ): this combination allows to carefully take young stellar pop-
ulations and dust obscuration into account, while avoiding strong
Hα contamination in H II regions. We demonstrated that the use
of a second colour is required to determine ϒH with uncertain-
ties as low as 0.1 − 0.15 dex. Combining g and i bands alone,
"M∗ = "i ϒ i(g − i), provides a good approximation to our best
method based on g, i, H for ‘normal’, close to face-on galaxies.
However, it may give highly biased results in presence of very young
stellar populations or severe dust extinction, where the i-band flux
(7000 Å) is much more subdominant, in the first case, or more
attenuated than in NIR (1–2 µm), in the second case.

On the other hand, the flux in the NIR bands appears more
sensitive to the still debated role of TP-AGB stars: old models
with shorter-lived TP-AGB stars overestimate M/L in H band by
≈0.1 dex (even up to 0.4 dex for young, unextincted stellar popula-
tions) with respect to the current models.

It must be stressed that we account for dust only through its
4π-averaged extinction (see Charlot & Fall 2000). Although this
assumption is generally reasonable, there are cases where it fails,
such as NGC 3521 (Fig. 5): it is immediate to see that the far part

C⃝ 2009 The Authors. Journal compilation C⃝ 2009 RAS, MNRAS

GAMA: stellar mass estimates 1607

Figure 13. Comparison between our empirical M∗/Li–(g − i) relation and
other recent works. The dashed and solid blue lines in this figure show the
relations between M∗/Li and (g − i) presented by Bell et al. (2003) and
Zibetti et al. (2009), respectively; all other symbols are as in Fig. 12. The
Bell et al. (2003) relation has been derived for galaxies from the SDSS
EDR, and should thus be compared to our empirical relation. Note, how-
ever, that the Bell et al. (2003) relation should be understood to include
evolution corrections. The Zibetti et al. (2009) relation has been obtained
by marginalizing over the models in their SPL in bins of (g − i). This rela-
tion thus cannot be considered to be ‘empirical’, and should be compared
to the prior-weighted median for our SPL, shown as the heavier grey line.
The significant systematic differences between these relations underscore
the importance of ensuring that any cross-survey comparisons are based on
a comparable mass scale.

to the observed relation between M∗/L and colour for real galaxies
in a similar way as in this work, and so can be compared to our
relation, shown in Fig. 13 as the solid red line.

Secondly, the solid blue line shows the relation derived by
Zibetti et al. (2009), which is based on a Monte Carlo realized
SPL modelled after Kauffmann et al. (2003a) (i.e. including sec-
ondary SF bursts), with a sophisticated treatment of dust extinction
using the formalism of Charlot & Fall (2000). The relation shown
has been derived by marginalizing over all SPL models in bins of (g
− i). The Zibetti et al. (2009) relation should therefore be compared
to the heavier grey line in Fig. 13, which shows the prior-weighted
median value of M∗/Li, computed in bins of (g − i), for our SPL.
That said, there is still one important caveat: Zibetti et al. (2009)
have marginalized over their dust priors, whereas the grey line in
Fig. 13 is based only on the zero-dust models in our SPL. Note that
the precise form of the Zibetti et al. (2009) line is determined almost
entirely by their assumed priors (i.e. the relative weighting given to
the different models in their SPL); no observational data have been
used to derive this relation.

The reader may be forgiven for being startled by the apparently
poor agreement between these relations in the first instance, and
then equally by the subtleties in their meanings. The point to take
from this comparison is simply that there are important systematic
differences between each of these mass determinations. (Although,
again, we stress that we have shown our M∗/Li estimates to be in
excellent agreement with the well-tested and widely used SDSS
values.) It is clear from Fig. 13 that comparing results based on
different mass determination methods would not be fair, or at best,
would be misleading. The utility of these relations is therefore

primarily that they provide a means for simply and transparently
reproducing the results of more sophisticated calculations, ‘warts
and all’, i.e. including any and all systematics. The derived relation
between (g − i) and M∗/Li thus provides a solid basis for comparison
between results from GAMA (and, by extension, SDSS), and from
other survey projects.

6 D I S C U S S I O N – W H E R E TO F RO M H E R E ?

In this penultimate section, we look at how our SP parameter es-
timates might be improved for future GAMA catalogues. First, in
Section 6.1, we look at what might be gained by successfully in-
tegrating NIR data into our SPS calculations. Then, in light of our
present difficulties in incorporating the available NIR data, in Sec-
tion 6.2, we explore potential avenues for improving on the present
SP parameter estimates. In particular, we argue that any future im-
provements in our SPS calculations will require a new conceptual
framework.

6.1 The value of NIR data

Let us now consider what additional information may be provided
by the inclusion of NIR data, or, conversely, what we have sacrificed
by excluding the available NIR data for the present catalogue of
stellar masses and SP parameters. Our discussion of this question
is based on Fig. 14. As in Fig. 10, these panels show the variation
in M∗/L at different wavelengths for our SPL. The left-hand panels
show M∗/L as a function of (g − i) colour; the right-hand panels
show the same as a function of (i − K) colour. Using this figure, then,
we can compare the information encoded in optical-minus-optical
and optical-minus-NIR colours.

Fig. 14 shows that most of the additional information encoded
within optical-to-NIR colours is concerning metallicity: the fact
that each of the single-metallicity surfaces are well separated in the
right-hand panels shows that the different metallicity models can
be easily distinguished by their (i − K) colours. While the single-
age metallicity surfaces are well-separated, however, the fact that
each of these surfaces spans a narrower range of (i − K) colours
than (g − i) colours shows that both t and τ are better constrained
by (g − i). That is, the inclusion of NIR data will not necessarily
lead to tighter constraints on galaxies’ individual SFHs. Further, by
the same argument that we have used in Sections 5.1 and 5.2, it
is immediately clear from Fig. 14 that the (i − K) colour encodes
virtually no information directly pertaining to M∗/L: the range of
M∗/L within our SPL is nearly constant as a function of (i − K). To
be sure, optical-to-NIR SED shape is a powerful means of breaking
degeneracies associated with metallicity, but this has very little
bearing on the inferred value of M∗/Li.

In this way, Fig. 14 offers a means of understanding the results
of the numerical experiments presented in Appendix A. In this Ap-
pendix, we find that the principal gain that comes with the inclusion
of the NIR is in our ability to recover the known values of Z for
the mock galaxies. Although the inclusion of NIR data has little
to no effect on our ability to recover t or τ individually, our abil-
ity to recover ⟨t∗⟩ is improved (from ∼80 to ∼55 per cent) with
the inclusion of the NIR. That is, while NIR data do help to break
the degeneracy between metallicity and luminosity-weighted mean
stellar age, it does not help to constrain galaxies’ precise SFHs. We
also find that including the NIR data has little effect on our abil-
ity to recover the known values of M∗/L for synthetic galaxies: we
are able to recover the known values of M∗/L to within ≈0.05 and
≈0.06 dex with and without the inclusion of NIR data, respectively.

C⃝ 2011 The Authors, MNRAS 418, 1587–1620
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Fig. 18. A pictorial view of M33: the inner stellar surface density
(from red to magenta colors in the on-line version) superimposed to the
HI gas distribution in log-scale (light pink ) are shown together with
the stellar+gas contribution to the rotation curve (dashed cyan line) and
with observed rotation curve (filled dots, in blue). The analysis pre-
sented in this paper has pinned down the characteristic dark matter dis-
tribution in the halo (light gray) which explains the observed rotation
curve (the continuous blue line shows the model fit to the data).

with small uncertainties. The knowledge of the potential well
due to the baryons constrains more tightly the dynamical anal-
ysis of the rotation curve and the dark matter halo models. The
radial distribution of the stellar surface density inferred from the
maps when compared with the light distribution pins down the
importance of combining the dynamical analysis with synthesis
models. The mass-to-light ratio has in fact non-negligible radial
variations in the mapped region and also local variations such as
between the arm and interarm regions.

Numerical simulations of hierarchical growth of structure in
a ΛCDM cosmological model give detailed predictions of the
dark matter density distribution inside the halos. The univer-
sal NFW radial profile provides excellent fit to the M33 rotation
curve: the two free parameters, the halo concentration and halo
mass, are found to be C=9.5±1.5 and Mh=4.3±1.0 × 1011 M⊙,
when the C–Mh relation found by numerical simulations (Mac-
ciò et al. 2008) and the stellar mass surface density distribution
via synthesis models are taken into account. The best estimate of
the stellar mass of M33 is M∗ = 4.8 × 109 M⊙ of which 12% re-
sides in the outer disk. When added to the gaseous map this gives
a baryonic fraction of order of 0.02. A comparison of this bary-
onic fraction with the cosmic inferred value suggests an evolu-
tional history which should account for a loss of a large fraction
of its original baryonic content. A pictorial view of the distribu-
tion of the baryons inside the dark matter halo of M33 together
with the rotation curve is shown in Figure 18.

The baryonic matter distribution in the framework of mod-
ified Newtonian dynamic (MOND), don’t provide good fits to
the M33 data once the stellar content is constrained. A dark halo
with a constant density core is still compatible with the stellar
mass distribution and with the dynamical analysis of the M33

rotation curve but requires a heavy stellar disk, at the limit of
the range allowed by our mass maps. The presence of a cuspy
core in M33, as predicted by structure formation in a ΛCDM
hierarchical universe is in agreement with numerical simulation
of baryonic feedback effects on the density profiles of dark mat-
ter haloes (Di Cintio et al. 2014): for M∗/Mh ∼ 0.01 energy
from stellar feedback is insufficient to significantly alter the in-
ner dark matter density, and the galaxy retains a cuspy pro-
file. Considering the stellar mass inside the star forming disk,
MS F
∗ = 4 × 109 M⊙ and the star formation rate of 0.45 M⊙ yr−1

(Verley et al. 2009) we can check the specific star formation rate
(SSFR) and the cosmic history of M33. The dynamical stellar
masses are in excellent agreement with the SSFR value inferred
by the statistical relationships (see Moster et al. 2013, their Fig-
ure 8,10). The multi-epoch abundance matching, for a host halo
mass like that determined for M33 in this paper, predict a star
formation rate that has not yet declined with time, and a con-
stant, slow accretion rate. This is in excellent agreement with
the chemical evolution models of this galaxy which relies on the
observed metallicity gradients (Magrini et al. 2010) and with the
discovery of HI clouds (Grossi et al. 2008) possibly accreting
into the galaxy.
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MY 5CENTS 
ON THE TP-AGB DISPUTE



THE TP-AGB DISPUTE
• TP-AGB stars are already included in 

Bruzual&Charlot (2003)! Certainly not 
perfect, but still not missing...

• Maraston (2005) revised the recipe for 
TP-AGB stars based on the “fuel 
consumption theorem” and template 
spectra of O and C stars 
(Lançon&Mouchine, 2000)
• calibration based on MCs globular 

clusters photometry
• Huge effect on colors, luminosity, M/L of 

0.5-1.5 Gyr stellar populations, potentially 
affecting M* by factor >2

• Claim on high-z galaxies by Maraston et 
al. (2006), although based on exclusion of 
dust (!)
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IMPACT OF TP-AGB STARS ON 
GALAXY SEDS

• Open problems:
• stellar evolutionary tracks
• mixture of different types (O 

and C stars)
• dust cocoons and self-

absorption
• Stellar templates

• Yet modellers have made choices 
and make clear predictions!

• Use NIR spectroscopy and 
move the features out of the 
atmospheric gaps: observe at 
z=0.2 !



OBSERVATIONAL 
CONSTRAINTS FROM POST-

STARBURST GALAXIES AT 
Z~0.2

• 16 galaxies in post-starburst phase, 
hence at the peak of  TP-AGB 
contribution:
• age-selected in the optical for l.w. 

age between 0.8 and 1.5 Gyr
• ISAAC NIR spec in H and K, 

looking for
• C-features
• NIR boost

H
δ

D4000
BC03 Ma05

Zibetti et al. (2013)
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Figure 10. Example of how different models perform in reproducing the SED of a PSB galaxy, specifically PSB J1006+1308, whose observed spectrum is
shown in black. In the left-hand panel, models based on BC03 are overplotted, while models based on Ma05 are shown in the right-hand panel: the blue lines
are used for pure SSP, red solid lines for CPS-S (90 per cent 10-Gyr old component at solar metallicity) and green dashed lines for CSP-Y (90 per cent 10-Gyr
old component at the same metallicity as the young component). The models plotted here are chosen from each of the simple grids presented in the text and in
Figs 5, 7 and 9 as those that best fit the set of five optical stellar absorption features sensitive to age and metallicity defined in Gallazzi et al. (2005). All models
can reproduce the optical absorption features remarkably well (see insets) and agree on the presence of a young component approximately at the peak of the
TP-AGB contribution. However, their extrapolations to the NIR regime differ significantly. Most notably, while the inclusion of a substantial contribution from
an old component can help reduce the strong NIR features predicted by Ma05 models, the NIR-to-optical ratio predicted by these models remains nevertheless
too high.

The Ma05 models predict too red optical–NIR colours for any
choice of ratio between the old and the young component. On the
contrary, models based on BC03 fail for ‘old’ mass fractions as
high as 90 per cent, but produce colours that are consistent with
(most of) the observations for ‘old’ mass fractions up to 60–70 per
cent, which leaves enough space to accommodate more reasonable
star formation histories than a (possibly unrealistic) single burst.
We note that the work of Pracy et al. (2012) indicates old fractions
close to 90 per cent for their seven PSB galaxies, which would
be inconsistent with our SEDs. However, this estimate might be
biased by their assumption of fixed solar metallicity. Moreover,
and probably more importantly, it is possible that our objects are
somehow more extreme in terms of burst fraction, because, due to
our redshift constraints, we select objects close to the faintest limit
of the spectroscopic sample of the SDSS. In this way we would
select the intrinsically most luminous PSB galaxies at z ≈ 0.2,
hence those with the largest burst fraction (i.e. with the lowest ‘old’
fraction): in fact, for a given total mass, a higher burst fraction yields
higher luminosity. The lack of strong colour gradients in most of our

PSB galaxies lends support to this hypothesis, suggesting that the
starburst substantially affected the full extent of the galaxy, rather
than the centre only. Finally, Pracy et al. (2012) point out that their
sample is less extreme than typical samples of PSB galaxies in the
literature due to the small physical size of the spectroscopic fibre
(few hundred parsecs), which bias their selection towards central
rather than extended starbursts. In conclusion, the consistency of our
SEDs with BC03-based CSPs and ‘old’ mass fractions up to 60–70
per cent does not raise any problem for the physical interpretation
of our PSB galaxies using the BC03 models.

We also find that attenuation by interstellar dust, using standard
prescriptions, can only worsen the disagreement (when present)
between spectral evolution models and the observed optical–NIR
colours of PSB galaxies in our sample. This is particularly true for
the Ma05 models, which predict systematically redder colours than
observed. We note that heavier-than-implemented attenuation by
circumstellar dust of the most luminous C stars about to eject their
envelopes could potentially reduce the contribution by these stars to
the integrated spectrum and perhaps improve the agreement of the
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Table 1. Sample properties.

ID RA Dec. z rpetro Light-weighted age Light-weighted Z M∗

(J2000.0) (J2000.0) (mag) (Gyr) (Z⊙) (×1010 M⊙)
(1) (2) (3) (4) (5) (6) (7) (8)

PSB J0151−0056 01:51:07.02 −00:56:36.78 0.198 17.50 1.06+0.02
−0.02 2.31+0.01

−0.35 5.26+0.15
−0.47

PSB J0227−0015 02:27:43.21 −00:15:23.08 0.219 16.92 1.04+0.69
−0.08 0.77+0.01

−0.07 7.06+2.56
−0.41

PSB J0328+0045 03:28:02.62 +00:45:02.43 0.202 17.50 1.42+0.02
−0.12 1.68+0.01

−0.01 6.86+0.17
−0.16

PSB J0957+0249 09:57:29.91 +02:49:42.02 0.216 17.37 0.89+0.01
−0.01 1.61+0.01

−0.01 4.96+0.12
−0.11

PSB J1006+1308 10:06:21.59 +13:08:45.91 0.186 17.30 1.45+0.29
−0.14 0.37+0.27

−0.05 4.30+0.74
−0.60

PSB J1015+0103 10:15:19.69 +01:03:41.68 0.216 17.22 0.89+0.03
−0.01 1.61+0.01

−0.37 5.31+0.14
−0.13

PSB J1039+0604 10:39:34.51 +06:04:25.00 0.163 17.13 0.77+0.01
−0.01 2.21+0.01

−0.01 3.14+0.07
−0.07

PSB J1046+0714 10:46:19.33 +07:14:52.34 0.173 17.59 1.44+0.42
−0.17 0.68+0.44

−0.26 3.42+0.56
−0.23

PSB J1119+1313 11:19:49.98 +13:13:02.54 0.186 17.09 0.85+0.01
−0.01 2.15+0.01

−0.01 4.66+0.12
−0.12

PSB J1125+0049 11:25:55.17 +00:49:58.82 0.181 17.43 1.03+0.01
−0.02 1.81+0.01

−0.01 5.66+0.15
−0.14

PSB J1133+0205 11:33:49.62 +02:05:14.90 0.178 17.41 1.29+0.54
−0.60 0.62+1.35

−0.29 4.41+0.77
−0.97

PSB J1141+1014 11:41:15.54 +10:14:25.68 0.215 17.63 1.11+0.64
−0.26 1.36+0.79

−0.72 4.43+1.44
−0.46

PSB J1150−0107 11:50:01.44 −01:07:37.02 0.169 17.79 0.84+0.70
−0.31 0.21+0.26

−0.13 4.51+1.91
−0.52

PSB J1206+0918 12:06:30.81 +09:18:55.09 0.179 17.58 1.27+0.35
−0.37 0.55+0.72

−0.25 2.67+0.71
−0.45

PSB J1230+1038 12:30:54.47 +10:38:31.63 0.222 17.69 0.97+2.34
−0.03 1.96+0.53

−0.02 5.10+5.62
−0.24

PSB J1314+0430 13:14:14.26 +04:30:47.65 0.159 17.14 1.27+0.03
−0.09 1.01+0.01

−0.03 3.79+0.19
−0.20

affect our conclusions. A comparison with the analysis of Kriek
et al. (2010) is also presented. Finally, in Section 4 we summarize
our findings and propose our conclusions and future developments.

2 SA M P L E A N D O B S E RVATI O N S

2.1 Sample selection and characterization

We draw our PSB targets from the spectroscopic sample of the
Sloan Digital Sky Survey (SDSS; York et al. 2000; Strauss et al.
2002) Data Release 7 (DR7; Abazajian et al. 2009). The initial
pre-selection was based on the line equivalent width (EW) criteria
defined in Goto (2005), namely EW(Hδ) > 5 Å, EW(Hα) > −3 Å,
EW([O II]) > −2.5 Å.2 In order to ensure that the two strong
NIR features corresponding to the band-heads of CN (1.41 µm)
and C2 (1.77 µm) due to carbon-rich AGB stars (cf. Lançon &
Mouhcine 2002) are observable from the ground, we require the
galaxies to be at 0.15 < z < 0.25, so that 1.41 and 1.77 µm (at
rest) move into the H- and K-band windows, respectively. This
selection is based on the SDSS-DR7 casjobs catalogue.3 We further
restrict the sample by applying the visibility cuts in order for targets
to be observable from Paranal during the winter semester: Dec.
< 20◦ and RA between 0◦ and 230◦ or RA > 330◦. Finally, we
require that the stellar light-weighted age of the galaxies is in the
range 0.5–1.5 Gyr, i.e. at the maximum of the predicted TP-AGB
luminosity contribution, based on the estimates computed as in
Gallazzi et al. (2005) and available in the Max Planck Institut for
Astrophysics – Johns Hopkins University (MPA-JHU) catalogue.4

Given the relative rarity of the PSB phase and the restrictive age,

2 We adopt the convention of positive EW for absorption and negative EW
for emission. For the [O II] emission, the sum of the doublet is considered.
3 http://casjobs.sdss.org/
4 http://www.mpa-garching.mpg.de/SDSS/. Note that although the MPA-
JHU catalogue is limited to DR4 only, no loss of possible targets derived
from this cut.

Figure 2. Sample properties in the classical Hδ–D4000n diagram, a proxy
for burstiness versus age of the stellar population. Red points with error bars
are the 16 galaxies selected for the present study; the underlying grey-scale
image represents the density distribution of a complete sample of galaxies
from SDSS-DR4. As one can see, our sample selects galaxies dominated by
a burst in a range of young to intermediate ages. Note that the estimates of
HδA used in this plot are not exactly the same as the EW measurements used
in the sample selection (therefore values <5 Å are not inconsistent with the
selection criteria reported in the text).

coordinate and redshift cuts (the latter particularly relevant as it is
almost at the extreme boundary of the SDSS main galaxy sample),
the final sample is composed of 16 galaxies only.

The properties of the sample are summarized in Table 1 and in
Fig. 2. This figure illustrates the distribution of our galaxies in the
classical HδA versus D4000n plane. In this plane the main sequence
of galaxies with smooth continuum star formation history is dis-
played by the grey intensity levels, which represent the distribution
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Figure 10. Example of how different models perform in reproducing the SED of a PSB galaxy, specifically PSB J1006+1308, whose observed spectrum is
shown in black. In the left-hand panel, models based on BC03 are overplotted, while models based on Ma05 are shown in the right-hand panel: the blue lines
are used for pure SSP, red solid lines for CPS-S (90 per cent 10-Gyr old component at solar metallicity) and green dashed lines for CSP-Y (90 per cent 10-Gyr
old component at the same metallicity as the young component). The models plotted here are chosen from each of the simple grids presented in the text and in
Figs 5, 7 and 9 as those that best fit the set of five optical stellar absorption features sensitive to age and metallicity defined in Gallazzi et al. (2005). All models
can reproduce the optical absorption features remarkably well (see insets) and agree on the presence of a young component approximately at the peak of the
TP-AGB contribution. However, their extrapolations to the NIR regime differ significantly. Most notably, while the inclusion of a substantial contribution from
an old component can help reduce the strong NIR features predicted by Ma05 models, the NIR-to-optical ratio predicted by these models remains nevertheless
too high.

The Ma05 models predict too red optical–NIR colours for any
choice of ratio between the old and the young component. On the
contrary, models based on BC03 fail for ‘old’ mass fractions as
high as 90 per cent, but produce colours that are consistent with
(most of) the observations for ‘old’ mass fractions up to 60–70 per
cent, which leaves enough space to accommodate more reasonable
star formation histories than a (possibly unrealistic) single burst.
We note that the work of Pracy et al. (2012) indicates old fractions
close to 90 per cent for their seven PSB galaxies, which would
be inconsistent with our SEDs. However, this estimate might be
biased by their assumption of fixed solar metallicity. Moreover,
and probably more importantly, it is possible that our objects are
somehow more extreme in terms of burst fraction, because, due to
our redshift constraints, we select objects close to the faintest limit
of the spectroscopic sample of the SDSS. In this way we would
select the intrinsically most luminous PSB galaxies at z ≈ 0.2,
hence those with the largest burst fraction (i.e. with the lowest ‘old’
fraction): in fact, for a given total mass, a higher burst fraction yields
higher luminosity. The lack of strong colour gradients in most of our

PSB galaxies lends support to this hypothesis, suggesting that the
starburst substantially affected the full extent of the galaxy, rather
than the centre only. Finally, Pracy et al. (2012) point out that their
sample is less extreme than typical samples of PSB galaxies in the
literature due to the small physical size of the spectroscopic fibre
(few hundred parsecs), which bias their selection towards central
rather than extended starbursts. In conclusion, the consistency of our
SEDs with BC03-based CSPs and ‘old’ mass fractions up to 60–70
per cent does not raise any problem for the physical interpretation
of our PSB galaxies using the BC03 models.

We also find that attenuation by interstellar dust, using standard
prescriptions, can only worsen the disagreement (when present)
between spectral evolution models and the observed optical–NIR
colours of PSB galaxies in our sample. This is particularly true for
the Ma05 models, which predict systematically redder colours than
observed. We note that heavier-than-implemented attenuation by
circumstellar dust of the most luminous C stars about to eject their
envelopes could potentially reduce the contribution by these stars to
the integrated spectrum and perhaps improve the agreement of the

 by guest on N
ovem

ber 1, 2012
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

4 S. Zibetti et al.

Table 1. Sample properties.

ID RA Dec. z rpetro Light-weighted age Light-weighted Z M∗

(J2000.0) (J2000.0) (mag) (Gyr) (Z⊙) (×1010 M⊙)
(1) (2) (3) (4) (5) (6) (7) (8)

PSB J0151−0056 01:51:07.02 −00:56:36.78 0.198 17.50 1.06+0.02
−0.02 2.31+0.01

−0.35 5.26+0.15
−0.47

PSB J0227−0015 02:27:43.21 −00:15:23.08 0.219 16.92 1.04+0.69
−0.08 0.77+0.01

−0.07 7.06+2.56
−0.41

PSB J0328+0045 03:28:02.62 +00:45:02.43 0.202 17.50 1.42+0.02
−0.12 1.68+0.01

−0.01 6.86+0.17
−0.16

PSB J0957+0249 09:57:29.91 +02:49:42.02 0.216 17.37 0.89+0.01
−0.01 1.61+0.01

−0.01 4.96+0.12
−0.11

PSB J1006+1308 10:06:21.59 +13:08:45.91 0.186 17.30 1.45+0.29
−0.14 0.37+0.27

−0.05 4.30+0.74
−0.60

PSB J1015+0103 10:15:19.69 +01:03:41.68 0.216 17.22 0.89+0.03
−0.01 1.61+0.01

−0.37 5.31+0.14
−0.13

PSB J1039+0604 10:39:34.51 +06:04:25.00 0.163 17.13 0.77+0.01
−0.01 2.21+0.01

−0.01 3.14+0.07
−0.07

PSB J1046+0714 10:46:19.33 +07:14:52.34 0.173 17.59 1.44+0.42
−0.17 0.68+0.44

−0.26 3.42+0.56
−0.23

PSB J1119+1313 11:19:49.98 +13:13:02.54 0.186 17.09 0.85+0.01
−0.01 2.15+0.01

−0.01 4.66+0.12
−0.12

PSB J1125+0049 11:25:55.17 +00:49:58.82 0.181 17.43 1.03+0.01
−0.02 1.81+0.01

−0.01 5.66+0.15
−0.14

PSB J1133+0205 11:33:49.62 +02:05:14.90 0.178 17.41 1.29+0.54
−0.60 0.62+1.35

−0.29 4.41+0.77
−0.97

PSB J1141+1014 11:41:15.54 +10:14:25.68 0.215 17.63 1.11+0.64
−0.26 1.36+0.79

−0.72 4.43+1.44
−0.46

PSB J1150−0107 11:50:01.44 −01:07:37.02 0.169 17.79 0.84+0.70
−0.31 0.21+0.26

−0.13 4.51+1.91
−0.52

PSB J1206+0918 12:06:30.81 +09:18:55.09 0.179 17.58 1.27+0.35
−0.37 0.55+0.72

−0.25 2.67+0.71
−0.45

PSB J1230+1038 12:30:54.47 +10:38:31.63 0.222 17.69 0.97+2.34
−0.03 1.96+0.53

−0.02 5.10+5.62
−0.24

PSB J1314+0430 13:14:14.26 +04:30:47.65 0.159 17.14 1.27+0.03
−0.09 1.01+0.01

−0.03 3.79+0.19
−0.20

affect our conclusions. A comparison with the analysis of Kriek
et al. (2010) is also presented. Finally, in Section 4 we summarize
our findings and propose our conclusions and future developments.

2 SA M P L E A N D O B S E RVATI O N S

2.1 Sample selection and characterization

We draw our PSB targets from the spectroscopic sample of the
Sloan Digital Sky Survey (SDSS; York et al. 2000; Strauss et al.
2002) Data Release 7 (DR7; Abazajian et al. 2009). The initial
pre-selection was based on the line equivalent width (EW) criteria
defined in Goto (2005), namely EW(Hδ) > 5 Å, EW(Hα) > −3 Å,
EW([O II]) > −2.5 Å.2 In order to ensure that the two strong
NIR features corresponding to the band-heads of CN (1.41 µm)
and C2 (1.77 µm) due to carbon-rich AGB stars (cf. Lançon &
Mouhcine 2002) are observable from the ground, we require the
galaxies to be at 0.15 < z < 0.25, so that 1.41 and 1.77 µm (at
rest) move into the H- and K-band windows, respectively. This
selection is based on the SDSS-DR7 casjobs catalogue.3 We further
restrict the sample by applying the visibility cuts in order for targets
to be observable from Paranal during the winter semester: Dec.
< 20◦ and RA between 0◦ and 230◦ or RA > 330◦. Finally, we
require that the stellar light-weighted age of the galaxies is in the
range 0.5–1.5 Gyr, i.e. at the maximum of the predicted TP-AGB
luminosity contribution, based on the estimates computed as in
Gallazzi et al. (2005) and available in the Max Planck Institut for
Astrophysics – Johns Hopkins University (MPA-JHU) catalogue.4

Given the relative rarity of the PSB phase and the restrictive age,

2 We adopt the convention of positive EW for absorption and negative EW
for emission. For the [O II] emission, the sum of the doublet is considered.
3 http://casjobs.sdss.org/
4 http://www.mpa-garching.mpg.de/SDSS/. Note that although the MPA-
JHU catalogue is limited to DR4 only, no loss of possible targets derived
from this cut.

Figure 2. Sample properties in the classical Hδ–D4000n diagram, a proxy
for burstiness versus age of the stellar population. Red points with error bars
are the 16 galaxies selected for the present study; the underlying grey-scale
image represents the density distribution of a complete sample of galaxies
from SDSS-DR4. As one can see, our sample selects galaxies dominated by
a burst in a range of young to intermediate ages. Note that the estimates of
HδA used in this plot are not exactly the same as the EW measurements used
in the sample selection (therefore values <5 Å are not inconsistent with the
selection criteria reported in the text).

coordinate and redshift cuts (the latter particularly relevant as it is
almost at the extreme boundary of the SDSS main galaxy sample),
the final sample is composed of 16 galaxies only.

The properties of the sample are summarized in Table 1 and in
Fig. 2. This figure illustrates the distribution of our galaxies in the
classical HδA versus D4000n plane. In this plane the main sequence
of galaxies with smooth continuum star formation history is dis-
played by the grey intensity levels, which represent the distribution
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Figure 10. Example of how different models perform in reproducing the SED of a PSB galaxy, specifically PSB J1006+1308, whose observed spectrum is
shown in black. In the left-hand panel, models based on BC03 are overplotted, while models based on Ma05 are shown in the right-hand panel: the blue lines
are used for pure SSP, red solid lines for CPS-S (90 per cent 10-Gyr old component at solar metallicity) and green dashed lines for CSP-Y (90 per cent 10-Gyr
old component at the same metallicity as the young component). The models plotted here are chosen from each of the simple grids presented in the text and in
Figs 5, 7 and 9 as those that best fit the set of five optical stellar absorption features sensitive to age and metallicity defined in Gallazzi et al. (2005). All models
can reproduce the optical absorption features remarkably well (see insets) and agree on the presence of a young component approximately at the peak of the
TP-AGB contribution. However, their extrapolations to the NIR regime differ significantly. Most notably, while the inclusion of a substantial contribution from
an old component can help reduce the strong NIR features predicted by Ma05 models, the NIR-to-optical ratio predicted by these models remains nevertheless
too high.

The Ma05 models predict too red optical–NIR colours for any
choice of ratio between the old and the young component. On the
contrary, models based on BC03 fail for ‘old’ mass fractions as
high as 90 per cent, but produce colours that are consistent with
(most of) the observations for ‘old’ mass fractions up to 60–70 per
cent, which leaves enough space to accommodate more reasonable
star formation histories than a (possibly unrealistic) single burst.
We note that the work of Pracy et al. (2012) indicates old fractions
close to 90 per cent for their seven PSB galaxies, which would
be inconsistent with our SEDs. However, this estimate might be
biased by their assumption of fixed solar metallicity. Moreover,
and probably more importantly, it is possible that our objects are
somehow more extreme in terms of burst fraction, because, due to
our redshift constraints, we select objects close to the faintest limit
of the spectroscopic sample of the SDSS. In this way we would
select the intrinsically most luminous PSB galaxies at z ≈ 0.2,
hence those with the largest burst fraction (i.e. with the lowest ‘old’
fraction): in fact, for a given total mass, a higher burst fraction yields
higher luminosity. The lack of strong colour gradients in most of our

PSB galaxies lends support to this hypothesis, suggesting that the
starburst substantially affected the full extent of the galaxy, rather
than the centre only. Finally, Pracy et al. (2012) point out that their
sample is less extreme than typical samples of PSB galaxies in the
literature due to the small physical size of the spectroscopic fibre
(few hundred parsecs), which bias their selection towards central
rather than extended starbursts. In conclusion, the consistency of our
SEDs with BC03-based CSPs and ‘old’ mass fractions up to 60–70
per cent does not raise any problem for the physical interpretation
of our PSB galaxies using the BC03 models.

We also find that attenuation by interstellar dust, using standard
prescriptions, can only worsen the disagreement (when present)
between spectral evolution models and the observed optical–NIR
colours of PSB galaxies in our sample. This is particularly true for
the Ma05 models, which predict systematically redder colours than
observed. We note that heavier-than-implemented attenuation by
circumstellar dust of the most luminous C stars about to eject their
envelopes could potentially reduce the contribution by these stars to
the integrated spectrum and perhaps improve the agreement of the
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Table 1. Sample properties.

ID RA Dec. z rpetro Light-weighted age Light-weighted Z M∗

(J2000.0) (J2000.0) (mag) (Gyr) (Z⊙) (×1010 M⊙)
(1) (2) (3) (4) (5) (6) (7) (8)

PSB J0151−0056 01:51:07.02 −00:56:36.78 0.198 17.50 1.06+0.02
−0.02 2.31+0.01

−0.35 5.26+0.15
−0.47

PSB J0227−0015 02:27:43.21 −00:15:23.08 0.219 16.92 1.04+0.69
−0.08 0.77+0.01

−0.07 7.06+2.56
−0.41

PSB J0328+0045 03:28:02.62 +00:45:02.43 0.202 17.50 1.42+0.02
−0.12 1.68+0.01

−0.01 6.86+0.17
−0.16

PSB J0957+0249 09:57:29.91 +02:49:42.02 0.216 17.37 0.89+0.01
−0.01 1.61+0.01

−0.01 4.96+0.12
−0.11

PSB J1006+1308 10:06:21.59 +13:08:45.91 0.186 17.30 1.45+0.29
−0.14 0.37+0.27

−0.05 4.30+0.74
−0.60

PSB J1015+0103 10:15:19.69 +01:03:41.68 0.216 17.22 0.89+0.03
−0.01 1.61+0.01

−0.37 5.31+0.14
−0.13

PSB J1039+0604 10:39:34.51 +06:04:25.00 0.163 17.13 0.77+0.01
−0.01 2.21+0.01

−0.01 3.14+0.07
−0.07

PSB J1046+0714 10:46:19.33 +07:14:52.34 0.173 17.59 1.44+0.42
−0.17 0.68+0.44

−0.26 3.42+0.56
−0.23

PSB J1119+1313 11:19:49.98 +13:13:02.54 0.186 17.09 0.85+0.01
−0.01 2.15+0.01

−0.01 4.66+0.12
−0.12

PSB J1125+0049 11:25:55.17 +00:49:58.82 0.181 17.43 1.03+0.01
−0.02 1.81+0.01

−0.01 5.66+0.15
−0.14

PSB J1133+0205 11:33:49.62 +02:05:14.90 0.178 17.41 1.29+0.54
−0.60 0.62+1.35

−0.29 4.41+0.77
−0.97

PSB J1141+1014 11:41:15.54 +10:14:25.68 0.215 17.63 1.11+0.64
−0.26 1.36+0.79

−0.72 4.43+1.44
−0.46

PSB J1150−0107 11:50:01.44 −01:07:37.02 0.169 17.79 0.84+0.70
−0.31 0.21+0.26

−0.13 4.51+1.91
−0.52

PSB J1206+0918 12:06:30.81 +09:18:55.09 0.179 17.58 1.27+0.35
−0.37 0.55+0.72

−0.25 2.67+0.71
−0.45

PSB J1230+1038 12:30:54.47 +10:38:31.63 0.222 17.69 0.97+2.34
−0.03 1.96+0.53

−0.02 5.10+5.62
−0.24

PSB J1314+0430 13:14:14.26 +04:30:47.65 0.159 17.14 1.27+0.03
−0.09 1.01+0.01

−0.03 3.79+0.19
−0.20

affect our conclusions. A comparison with the analysis of Kriek
et al. (2010) is also presented. Finally, in Section 4 we summarize
our findings and propose our conclusions and future developments.

2 SA M P L E A N D O B S E RVATI O N S

2.1 Sample selection and characterization

We draw our PSB targets from the spectroscopic sample of the
Sloan Digital Sky Survey (SDSS; York et al. 2000; Strauss et al.
2002) Data Release 7 (DR7; Abazajian et al. 2009). The initial
pre-selection was based on the line equivalent width (EW) criteria
defined in Goto (2005), namely EW(Hδ) > 5 Å, EW(Hα) > −3 Å,
EW([O II]) > −2.5 Å.2 In order to ensure that the two strong
NIR features corresponding to the band-heads of CN (1.41 µm)
and C2 (1.77 µm) due to carbon-rich AGB stars (cf. Lançon &
Mouhcine 2002) are observable from the ground, we require the
galaxies to be at 0.15 < z < 0.25, so that 1.41 and 1.77 µm (at
rest) move into the H- and K-band windows, respectively. This
selection is based on the SDSS-DR7 casjobs catalogue.3 We further
restrict the sample by applying the visibility cuts in order for targets
to be observable from Paranal during the winter semester: Dec.
< 20◦ and RA between 0◦ and 230◦ or RA > 330◦. Finally, we
require that the stellar light-weighted age of the galaxies is in the
range 0.5–1.5 Gyr, i.e. at the maximum of the predicted TP-AGB
luminosity contribution, based on the estimates computed as in
Gallazzi et al. (2005) and available in the Max Planck Institut for
Astrophysics – Johns Hopkins University (MPA-JHU) catalogue.4

Given the relative rarity of the PSB phase and the restrictive age,

2 We adopt the convention of positive EW for absorption and negative EW
for emission. For the [O II] emission, the sum of the doublet is considered.
3 http://casjobs.sdss.org/
4 http://www.mpa-garching.mpg.de/SDSS/. Note that although the MPA-
JHU catalogue is limited to DR4 only, no loss of possible targets derived
from this cut.

Figure 2. Sample properties in the classical Hδ–D4000n diagram, a proxy
for burstiness versus age of the stellar population. Red points with error bars
are the 16 galaxies selected for the present study; the underlying grey-scale
image represents the density distribution of a complete sample of galaxies
from SDSS-DR4. As one can see, our sample selects galaxies dominated by
a burst in a range of young to intermediate ages. Note that the estimates of
HδA used in this plot are not exactly the same as the EW measurements used
in the sample selection (therefore values <5 Å are not inconsistent with the
selection criteria reported in the text).

coordinate and redshift cuts (the latter particularly relevant as it is
almost at the extreme boundary of the SDSS main galaxy sample),
the final sample is composed of 16 galaxies only.

The properties of the sample are summarized in Table 1 and in
Fig. 2. This figure illustrates the distribution of our galaxies in the
classical HδA versus D4000n plane. In this plane the main sequence
of galaxies with smooth continuum star formation history is dis-
played by the grey intensity levels, which represent the distribution
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Figure 5. Comparison between the observed properties of the PSB galaxies in our sample (points with error bars) and a suite of SSP models (coloured symbols
and lines) from BC03 (top row) and Ma05 (bottom row). The optical–NIR colour m0.55 − m1.40 is plotted against HδA +Hγ A (left-hand panels), D4000n
(central panels) and the optical colour m0.55 − m0.70 (right-hand panels). Each track (blue with upside-down triangles, green with diamonds, orange with
circles and red with crosses) corresponds to metallicity of 1/50, 0.4, 1 and 2.5 solar, respectively, for the BC03 models in top row, and to metallicity of 1/20,
0.5, 1 and 2 solar, respectively, for the Ma05 models in bottom row. The tracks for BC03 and the colour–colour plot of Ma05 extend from 50 Myr to 13.6 Gyr.
As Ma05 only provides low-resolution SEDs, HδA +Hγ A and D4000n for these models are taken from the corresponding STELIB-based SSPs published by
Maraston & Strömbäck (2011), limited to three metallicities, 0.5, 1.0 and 2.0 solar, and starting with ages of 200, 30 and 400 Myr, respectively. Stars mark
1 Gyr, while symbols of increasing size mark ages of 0.3, 0.5, 1.5, 2 and 10 Gyr. Initial mass function is assumed Salpeter in all cases. The arrow in each plot
shows the shift produced by AV = 1 mag for a uniform attenuation following τλ ∝ λ−0.7. While colours and spectral indices can be reproduced simultaneously
by BC03 SSPs, Ma05 SSPs yield optical–NIR colours that are inconsistent with age-sensitive spectral indices and optical colours, unless metallicities as low
as 1/20 solar are advocated for all galaxies.

following Thomas, Maraston & Bender (2003) who demonstrated
its insensitivity to α/Fe abundance ratio; Hβ serves to constrain
the age of the stellar population and hence alleviate the well-known
age–metallicity degeneracy. Fig. 6 shows the indices measured in
our galaxies as crosses with error bars, while tracks of different
colours are derived from BC03 SSPs in the age range 50 Myr to
13.6 Gyr (symbols are the same as in Fig. 5). Four different metal-
licities, 1/50, 0.4, 1 and 2.5 solar are plotted in blue, green orange
and red, respectively. It is apparent from this plot that metallici-
ties significantly lower than 0.4 solar are inconsistent with the data
points. We have checked that the same conclusions are obtained
if indices based on BC03 models are replaced with those com-
puted by Thomas and collaborators (Thomas et al. 2003; Thomas,
Maraston & Korn 2004; Korn, Maraston & Thomas 2005): the
only difference between the two sets of models is that Thomas’
models shift the lower limit allowed by the data to slightly higher
metallicities.

3.3 Effects of composite stellar populations

A possible explanation why the strong TP-AGB features predicted
by Ma05 models are not seen in our spectra is that in the NIR there is
a substantial contribution by old stars, which are almost completely
outshined by the younger population in the optical bands. In fact, it is
quite unlikely that the entire stellar population of galaxies as massive
as several 1010 M⊙ is formed in a burst ≈1 Gyr old and a more
realistic scenario is that the burst shines atop an old component. To
explore this hypothesis we have repeated the test presented in Fig. 5
using composite stellar populations (CSP) instead of SSPs.

In a first experiment, each CSP is composed of two components:
a fixed 10-Gyr old, solar metallicity SSP (which we will call ‘old
component’ in the following) and a SSP of variable age, from 50 Myr
to 13.6 Gyr, and metallicity, from 1/20 to 2–2.5 solar (which we will
call ‘young’ component or ‘burst’, and corresponds to the SSPs of
Fig. 5). In the following we refer to these models as CSP-S, where
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Figure 8. Same as Fig. 7, but now using CSP-S with a ratio of masses as formed in the fixed ‘old’ versus variable ‘young’ components of 2:1. This figure
shows that a substantial underlying old stellar population is compatible with most of the observations if BC03 models are used, but produces inconsistent
colours if the Ma05 are adopted instead.

Significant residual star formation is witnessed in
PSB J1150−0107 by EW(Hα)=−2.43 ± 0.24 and a marginal
detection at 22 µm in the WISE All Sky Survey. PSB J1206+0918,
however, does not display any sign of star formation, with
EW(Hα)=−0.65 ± 0.26 and no detection at 22 µm. This suggests
that residual star formation or processes related to nuclear activity
are not the cause of the anomaly common to these two galaxies.

We note that the shape of the spectra of these two galaxies is
peculiar in two main aspects: (i) the continuum appears to bend
down, i.e. the slope becomes steeper, going from ≈0.55 to 0.8 µm,
whereas all other galaxies display an approximate constant slope
or even an up-bending shape in this region; (ii) a significant and
featureless drop longwards of ≈0.5 µm is observed instead of the
Fe and Mg absorption complexes, which is probably due to the low
metallicity of these two galaxies, among the lowest of the entire
sample. These two features appear to be responsible for the anoma-
lous colours, by making the spectral slope between 0.7 and 1.4 µm
too steep relative to the one in the optical range 0.55–0.70 µm.
The fact that models fail to reproduce these colours may point to
problems in the low-metallicity regime, below ≈0.5 Z⊙.

We note that, according to the Ma05 models, the largest enhance-
ment and the most dramatic features in the NIR are expected for
Z ! Z⊙. Instead these two low-metallicity galaxies exhibit bluer
optical–NIR colours than even ‘TP-AGB light’ models (e.g. BC03).

3.5 Comparison with Kriek et al. (2010)

As already mentioned in Section 1, Kriek et al. (2010) have obtained
a detailed (rest-frame) UV–optical–NIR SED for a sample of 62
PSB galaxies observed in the NMBS in the redshift range 0.7–2.
Their composite SED is essentially a stack of the SED of their
sample. They applied maximum likelihood fitting using both BC03
and Ma05 on different wavelength ranges (optical only or optical
plus NIR) and, similarly to the results we have presented in this
work, they found that Ma05 cannot reproduce the blue optical–NIR
colours observed, whereas BC03 provide an almost perfect match.

In Fig. 11 we compare the SED published by Kriek et al. (2010),
represented by the red points with error bars, with the stack of our
16 spectra. Both SEDs are normalized at 5500 Å. The black line is
the median of our 16 spectra at each wavelength, while the shaded
area displays the range of 16th–84th percentile. The similarity of the
stacked SEDs from the two works is striking, typically consistent
within 1σ–1.5σ . Our spectra are slightly bluer and steeper in the
range 5000 Å to 2 µm, which might derive from some relative bias
in the respective sample selections, with our objects being somehow
more extreme (e.g. in terms of burst fraction, see also Section 4).
In fact, Kriek et al. (2010) define their sample based on k-corrected
rest-frame colour cuts which are hardly comparable to our spectro-
scopic criteria. Alternatively, this comparison might indicate that
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“CONCLUSIONS” ON TP-AGB STARS 
(Zibetti et al. 2013)

• No evidence for highly boosted NIR emission from 
intermediate-age stellar population (TP-AGB stars)

• No evidence for sharp C features in the NIR

• Consistent with stacked intermediate-band photometry at 
z~0.7-2 (Kriek+2010), recent results by Melnick & DePropris 
(2014)

• Much more work to be done to develop and test models! but 
at least we have a benchmark now



LESSON #3

• Don’t trust stellar population synthesis models and SED fitting 
codes blindly: they are much more uncertain than (some) 
modellers claim!



SUMMARY & OUTLOOK
• Still a lot of uncertainties

• SFH: up to ~2x
• dust: up to ~2x
• structure/brightness bias: ~50%
• lack of spectroscopy: ~30-40%
• IMF: 2x

• Too much for “precision” galaxy formation & evolution:
• Stellar mass function, its evolution, split for galaxy types
• Scaling relations
• Baryon fraction in galaxies and groups

• Too much for precise dynamical modelling
• Require huge calibration work, but we have the data and the tools 

now: this is what SteMaGE is about!
• First results highlight the complexity but also the feasibility of this task


